DERIVATION OF AN ORNSTEIN-UHLENBECK PROCESS FOR A
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ABSTRACT. We consider the statistical motion of a convex rigid body in a gas of N smaller
(spherical) atoms close to thermodynamic equilibrium. Because the rigid body is much
bigger and heavier, it undergoes a lot of collisions leading to small deflections. We prove
that its velocity is described, in a suitable limit, by an Ornstein-Uhlenbeck process.

The strategy of proof relies on Lanford’s arguments [16] together with the pruning pro-
cedure from [3] to reach diffusive times, much larger than the mean free time. Furthermore,
we need to introduce a modified dynamics to avoid pathological collisions of atoms with the
rigid body: these collisions, due to the geometry of the rigid body, require developing a new
type of trajectory analysis.

1. INTRODUCTION

The first observation of the erratic motion of fragments of pollen particles in a liquid is
attributed to the botanist Brown. Following this observation, a lot of attention was devoted
to understanding the physical mechanisms behind these fluctuations leading ultimately to the
mathematical theory of Brownian motion. We refer to the review paper [9] for a historical
overview. The macroscopic motion of the massive particle is due to the fact that it undergoes
many collisions with the atoms of the fluid and even though the microscopic dynamics is
deterministic the motion observed on a macroscopic scale appears to be stochastic. In a
seminal paper, Holley [14] studied a one-dimensional deterministic dynamics of a large particle
interacting with a bath of atoms represented by non interacting particles with a small mass.
Each collision with an atom leads to a small deflection of the large particle and as the atoms
are initially randomly distributed the successive collisions lead ultimately to an Ornstein-
Uhlenbeck process for the particle velocity. This result was generalized to higher dimensions
by Diirr, Goldstein, Lebowitz in [10] and to a particle which has a convex body in [11]. The
latter model follows asymptotically a generalized Ornstein-Uhlenbeck diffusion jointly on the
velocity and on the angular momentum. Even though the atoms do not interact one with
the other, recollisions may occur between the large particle and some atoms, leading to a
memory effect. Asymptotically when the mass of the atoms vanishes, this effect was shown
to be irrelevant in [14, 10, 11] and the limiting dynamics is a Markov process. Similar results
were derived in [8] when the gas is not at equilibrium. Note that in some different regimes or
in presence of boundaries, recollisions may have a macroscopic impact even when the body is
in contact with an ideal gas. This is for example the case in one-dimensional models where
the correlations can be important [17] or in models of friction [5, 6, 15].

In this paper, we extend the framework studied in [11] to the case of a large particle
with convex shape in contact with a gas of interacting atoms modelled by hard spheres
in the Boltzmann-Grad scaling. We prove that the distribution of this particle is close to
the solution of a linear Boltzmann equation whose underlying process is asymptotically an
Ornstein-Uhlenbeck process.
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1.1. The microscopic model. We consider, in d = 2 space dimensions, N spherical par-
ticles of mass m < 1 and diameter ¢ (from now on called atoms), and one massive particle
(the rigid body) of mass M = 1 homogeneously distributed and size /o with ¢ < a < 1.
More precisely the rigid body is a smooth strictly convex body 3, which is rescaled by a
factor ¢/c, and which is allowed to translate and rotate. The dynamics takes place in the
periodic domain T? = [0, 1]2.

We denote by Vy = (01,...,0n5) € R?V the collection of velocities of all the atoms, and
by Xy := (21,...,2n) € T2V the positions of their centers. Without loss of generality, we
assume that the atoms have no angular momentum, as spherical particles do not exchange
any angular momentum.

The rigid body is described by the position and velocity (X, V) € T? x R? of its center of
mass G, and by its orientation and its angular velocity (O, Q) € Sx R. If Pis a point on
the boundary of the rigid body, we denote by n the unit outward normal vector to the rigid
body at point P and we locate P by a vector r := GP € R%. Since the rigid body is not
deformable, the position and the normal are obtained by applying a rotation Rg of angle ©
(see Figure 1)

(1.1) ro = Rer with re€d¥X, ng = Ren.
In particular, we write

(1.2) Xp =X+ gr@ .

The velocity of P is

(1.3) Vp =V + EQTJ@_’ with rt = (=7, 71).

The boundary 93 of the body 3 is described from now on by its arc-length which we denote
by o € [0, L] where L is the perimeter of 0X. We further assume that the curvature o — k(o)
of 0% never vanishes and we denote

(1.4) K min, k(o)

Finally we assume that 0% is included in a ball of radius

1.5 maz ‘= .
(1.5) r max (o)

FIGURE 1. On the left, the reference rigid body X, on the right the rotated
rigid body ReX
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1.2. Laws of motion. Now let us describe the dynamics of the rigid body-atom system. As
long as there is no collision, the centers of mass of the atoms and of the rigid body move in
straight lines and the rigid body rotates, according to the equations

Wiw, Do, vwi<w,

(1.6) dt dt )
dX dv de N ds)
7R S U

since the moment of inertia of a two dimensional body is constant.
Binary collisions are of two types. If the atoms 7, j encounter, then their velocities 9;, 0;
are modified through the usual laws of specular reflection

NS S
vZ’- = Ui—?(vi_vj)‘(mi_xj) (z; — ) )

(1.7) / 1 if @i (t) — z;(t) = €.
j =0+ (0= 8y) - (w0 — 2p) (20— )

Atoms such that (0; — 9;) - (x; — ;) < 0 are said to be incoming, and after collision they are

outgoing since (0] — @2) (i —x5) > 0.

If the rigid body has a collision with the atom ¢ at the point =rg, meaning
€

3

the velocities V, 9; and ) become (see Appendix C.2 for a proof)

1

R 2 € A R
vi:vi+7(V+aQré‘—vi)~n@n@

A+1
(1.8) V’:V—]\Jm(v+2mg_@i).n@n@
O =0- (Ai—ml)fzé(n@ . ré‘) (V + gflré‘ —0;) - ne
with I > 0 the moment of inertia and
(1.9) A= % + ? (g)z (n- 2.

The mass M of the rigid body has been kept to stress the homogeneity of the coefficients,
but later on we shall replace it by 1.
As in the atom-atom case, the atom and the rigid body are incoming if

(@i—V—i—gQTé) -ne <0
and after scattering one checks easily that
(0 — V' + gfl’ré) -ng >0
so the particles are outgoing. Recall that V + %Q ré — 9; is the relative velocity at the impact

point.
The following quantities are conserved when an atom and the rigid body collide:

P:=mo+ MV (total momentum)
1 A
(1.10) &= = ((m[o]* + M|V|*) + IQ?) (total energy)

2,
I:=1Q-SMV -1} (angular momentum at contact point) .
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1.3. Scalings. The parameters N and ¢ are related by the Boltzmann-Grad scaling Ne = 1
in dimension d = 2. With this scaling, the large N asymptotics describes a rarefied gas. Even
if the density of the gas is asymptotically zero, the mean free path for the atoms is 1.

The rigid body being larger, it will encounter roughly a‘lﬁtyp collisions per unit time
with o < 1 and 9y, the typical relative velocity of the atoms. In the following, we consider the

joint asymptotics N — oo,e — 0 and o — 0 with « vanishing not faster than 1/(loglog N )%
(this restriction will be clear later on in the computations).

The rigid body has mass M = 1, the atoms are much lighter m < 1. As a consequence
of the equipartition of energy (cf (1.10)), the typical atom velocities iy, = O(m~'/?) are
expected to be much larger than the rigid body velocity which is of order 1. Each collision
with an atom deflects very little the rigid body. We expect to get asymptotically a diffusion
with respect to the velocity variable provided that

m:a2.

From now on we therefore rescale the atom velocities by setting
(1.11) vi=m2o = ab.

Similarly due to the small size ¢/« of the rigid body, the moment of inertia Iis very small,
namely of the order of (¢/a)?. We therefore rescale the moment of inertia and the angular
velocity by defining

(1.12) [ = (%)Qf and Q= 29

so that both I and €2 are quantities of order one. We accordingly set
T:=IQ—-MV-r§.

After rescaling the collision laws (1.7) and (1.8) become

fi=v; — (v —v;)mn

b=y + (v —vj) -nn

(1.13) ’

v

} if z;(t) — x;(t) = en
and if xX; (t) — X(t) — %T@(t) = %n@)(t),

2
vh = v + ——(aV + aQrg — v;) - nene

A+1
2
(1.14) Vi=V - A1 (Q2V + &*Qrg — av;) - ne ne
2
O =Q- m(n D) (0?V + 2 — av;) - ne
with
(1.15) A= a2<1+%(n~rL)2).

1.4. Initial data and the Liouville equation. To simplify notation, we use throughout
the paper

Y = (X, V,@,Q) and ZN = (XN,VN) .
We denote by fny1(t,Y, Zy) the distribution of the N + 1 particles at time ¢ > 0. This
function is symmetric with respect to the variables Zy since we assume that the atoms are
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undistinguishable. It satisfies the Liouville equation, recalling that rescaled velocities are
defined by (1.11),(1.12),

N
1 o

OfN+1+V - Vxfny + — E Vi - Vg, INy1+ —Q0efn+1 =0,
« im1 &

in the domain

DN+ = {(Y, IN) Vit |-l >e and d(z, X + gR@E) > g}
Following the strategy in [1, 13], one can prove that the dynamics is well defined for almost
all initial data : the main difference with the system of hard spheres is that here, because
of the geometry of the rigid body, the interaction of a single atom with the rigid body could
involve many collisions. Using an argument similar to the one which will be developed in
Section 3.1, one can show that the collisions between the rigid body and the atoms can be
controlled for almost all initial data.

We introduce two types of Gaussian measures

Vv € R? Mpg(v) = % exp ( - é\vlz) ,

2 2
(1.16) 1
V(V,Q) eR* xR, Mg ;(V,Q):= % <§i> exp ( - §(|V|2 + 192)) .

We introduce the Gibbs measure on the N + 1 particle system
N
_ 1.~ (Y, Zy)
(117) My 1 (Y, Z) i= My 1(Y) (H Mg(vn) meAl il
i=1 N
with
- 1
Mp(Y):= —Mzs(V,Q
5,1(Y) = oM 1(V, Q)
and where the normalisation factor

Zy = / 1wt (Y, Zy) dXdXy

is computed by using the rotation and translation invariance of the system so that the only
relevant part of the integral involves the spatial exclusion. The measure Mg v is a stationary
solution for the Liouville equation, i.e. a thermal equilibrium of the system. Here, we choose
for initial data a small perturbation around this equilibrium, namely

(1.18) Int10Y, Zn) = go(Y) Mg n (Y, ZN),
with
(1.19) lgolle < C, [[Vgollz= <€ and /M,B,I(Y)QO(Y) ay =1.

This perturbation modifies only the distribution of the rigid body, however this initial modi-
fication will drive the whole system out of equilibrium at later times. Note that the uniform
bounds on gy could also be slowly diverging with « to allow for the limiting distribution to
be a Dirac mass (see [3]).
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1.5. Main result. Our goal is to describe the evolution of the rigid body distribution in a
rarified gas starting from the measure fy ;o defined in (1.18), i.e. close to equilibrium. The
distribution of the rigid body is given by the first marginal

UL Y) = / a1t Y, Zy) dZy .

Our key result is a quantitative approximation of the distribution of the mechanical process
by a linear Boltzmann equation. We define the operator

1

(120)  Lag(¥) = /[0 o M) (60 (!~ V'~ rg) o).

1
- g(Y)((Ev -V - Qré) . ng)_) dogdv,
with Y = (X,V,0,Q) and Y/ = (X,V',0,Q) as defined in (1.14) and where L, is the
perimeter of the enlarged body
(1.21) Yo = {y |dy,2) < a/2},
and o, is the arc-length on 9%,,.

Theorem 1.1. Assume that the particles are initially distributed according to fni1,0 defined
in (1.18)-(1.19) and consider the joint limit N — oo,e — 0 and o — 0 with

Ne=1, a*loglog N > 1.
Then for any time T > 1, the distribution f](\,l)+1 of the rigid body satisfies

. (1) - _
(1.22) Am [ x4 () = MﬁJQE(t)HLOO([O,T];Ll(TQ><R2><S><R)) =0
where g. satisfies the linear Boltzmann equation

(6%
(1'23) 61596 +V-Vxg: + ;98995 = ['ags .

When ¢ and « tend to 0, the solution of the linear Boltzmann equation (1.23) converges to
the solution of a hypoelliptic equation combining the transport with the diffusion operator
1, L K L K
1.24 L=—(ZAv+203) — =V -Vy—=—Q0
(1.24) 5(2 v+12 Q) 5 v — 70,

where recall that L stands for the perimeter of ¥ and where

L
K ::/ (r-nl)QdU.
0

Note that £ = 0 in the case when the rigid body is a disk.
We can therefore also deduce the following behavior of the rigid body distribution for all
times.

Theorem 1.2. Assume that the particles are initially distributed according to fni1,0 defined
in (1.18)-(1.19) and consider the joint limit N — co,e — 0 and o — 0 with
Ne=1, a*loglog N > 1.

Then for any time T > 1, the distribution f](\}J)rl of the rigid body converges to Mg 1 g, weak-*
in L*°([0,T] x T? x R? x S x R), where g is the solution of

g\ 1/2
(1.25) Og+V -Vxg=alg with a:= <5> ,
™

starting from gg.
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The fluctuations of the whole path of the rigid body can also be controlled and the limiting
process will be the Ornstein-Uhlenbeck process W(t) = (V(t), O(t)) with generator al given
n (1.24)

2aL
(1.26) dV(t) = —aLV(t)dt + \/? dB(t)

2alC
ﬂ[

where By € R?, By € R are two independent Brownian motions. Initially W(0) = (V(0), O(0))
is distributed according to Mg ; defined in (1.16). There is no limiting process for the angles

dO(t) = —a%@(t)dt + dBs(t)

which are rotating too fast as the angular velocity ) has been rescaled by a factor €/a.

In the joint Boltzmann-Grad limit and o — 0, the velocity and the angular velocity of the
rigid body converge to the diffusive process W.

Theorem 1.3. Let Z(t) = (V(t),Q(t)) be the microscopic process associated with the rigid
body and starting from the equilibrium measure Mg 1 n defined in (1.17). For any time T > 0,
the process = converges in law in [0, T] to the Ornstein-Uhlenbeck process W defined by (1.26)
in the joint limit N — oco,e — 0 and o — 0 with

Ne=1, a*loglog N > 1.

Compared to [11], the limiting process (1.26) is somewhat simpler as the velocity and the
angular momentum fluctuations of the rigid body decouple. This comes from the fact that
the size of the rigid body is scaled with £/a and when €/« tends to 0, this induces a very
fast rotation (see (1.12)) which averages out the cross correlations between the velocity and
the angular momentum.

2. FORMAL ASYMPTOTICS AND STRUCTURE OF THE PROOF

2.1. The BBGKY hierarchy. To prove Theorem 1.1, we need to write down the equation

on f ](\}J)rl, which involves the second marginal, so we are led as usual in this context to studying
the full BBGKY hierarchy on the marginals (denoting z; := (x4, v;))

Vs <N+1,  fOL(tY, Ze1) = /fNH(t,Y, Zn)dzs .. .dzy .

Recall that fyy1 is the distribution over the N 4 1 particles and we have fj(\,]\f{l) = fN+1.
Applying Green’s formula leads to the scaled equation

o) DS V-V f§h 4+ = Zuz Ve, N+1+ 20018,

(s+1) (s+1)
= Usgs+1 N+1 +Ds,s+1fN+1’

where C; ;11 is the usual collision operator related to collisions between two atoms

(Cosrt ST, Zoo1) = (N — s+ 1)e

1
X Z/ f](\‘;if (Y, Zs_1,z; + evs, vs)&(vs —v;) - Vs dvsdug
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while D, .41 takes into account collisions between the rigid body and the atoms

s 3
(Dsssrfyin WY Zooa) = (N = s+ 1)~
s 1
X / f](vill)(Y, Ze_1,X + £ T0,0, US)(—US -V - Q?"é@) “Ng,e doadus ,
[0,La] xR2 o o ’

where we recall that the subscript © denotes the rotation of angle © as defined in (1.1),
and rq,n, are functions of the arc-length o, on 0X,.

Note that the set X, defined in (1.21) is introduced to take into account the radius of the
atoms. Indeed at the collision, the center of the atom is at distance €/2 of the body (/)X
thus after rescaling by a/e, the center of the atom is at distance /2 of ¥. Ultimately a will
tend to 0 and 9%, to 9 since X is assumed to be smooth and convex.

The structure of the collision kernel in Dy 41 can be understood as follows: such a colli-
sion occurs when an atom among those labeled from s to N (say s) has its center xs such
that SR _g(zs — X) belongs to 0%,

R_o(xs—X)— gra =0.

€
The normal to the corresponding surface 0D, is given by (Rena, —Rena, ——ri ‘Ng) in
Qo

the (x5, X, ©) space. Applying the Stokes theorem, we obtain that for any function ¢

/ (lfus Vi, +V - -Vx + Q@@) (xs,vs, X, V,0,Q)dzsdvsdY
D

o xRS «

1
== / VZ‘S,X,G . ((71]87 ‘/7 g(2)80) (.’E$7 Vs, X7 V7 67 Q)dxsdvsdy
Do XR5 « 13

1
= / ( -V - QR@T’ go(xs,vs, X,V,0,Q)dv,dvsdV dQ
6DQXR5 C\f \/2 + T'l na

where v, is the four-dimensional unit surface measure on the set 9D,. Parametrizing this
set by g, X, © with do, the elementary arc-length on 9%, we find that

dv,, = \/2 + ( TJ‘ Ne)? doadX dO
o)
so finally we obtain that for any function ¢

1
/ (—vs Ve, +V-Vx + QO@) (zs,v5, X,V,0,Q)drsdvsdY
Da

xRS CY
= Z/ (X+ Ta,0,Vs, X, V, 0 Q)( —V—Qrig) ‘Ng,0 dogdvsdY .

This enables us to 1dent1fy the contribution of the boundary term at a rigid body-atom
collision.

Remark 2.1. Note that the integral could be reparametrized by the arc-length on 0%. We
indeed have that

Toq =7+ §n
which leads to J
% =—nt+ (;HTLJ‘,

where —n stands for the tangent. In particular, both curves have the same tangent and the
same normal, and we have the identity

1 1
(avs -V - Qri@) ‘Na,e = (avs -V - Qré) ‘ne ,
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which implies that the cross section depends only on the normal relative velocity at the contact
point.

As usual in this context, we now separate the collision operators according to post and
pre-collisional configurations, using the collision laws (1.13)(1.14). This is classical as far
as Cs 511 is concerned: we write, thanks to the boundary condition when two atoms collide,

_ ot -
C&S-H = Cs,s+1 - Cs,s—i—l
with

(CEa IV Zemt) i= (N =5+ 1)5
X SZf/S fz(\?ill)( T, U + evg, ) (V= v)) - vs) _dvgdus

( ss+1f]\?:trll VY, Zs—1) == (N — s+ 1)2

X Z/ . f](\fill)( Ty Vg T e, 0s) (s — ;) - vs)_dvsdus .

Note that ((vs — v;) - 1/5)+ = ((v, —v)) - vs)_
In the case of the operator D, 411, we also use the collision laws which provide the decom-

position

(2.2) Dastr = Dy — Dy

s,s+1
with

(D N ) (V. Zom) = (N = s+ 1)~

1
X / f](\}gill)(Y’, Zs_1,X + = 0,0, v;)((—v; -V - Q’ré) 'n@) doydvs ,
[0,Lo]xR2 o «Q -

(2‘3) (s+1) €
(Ds s+1f )(K ZS—l) = (N_S_‘_l)a
X FeDey z x4 & Lo v —
N+1 1 Ls—1, & + —Ta,0, vs) ( vs—V T@) ‘ng | dogdvs,
[0,La]xR2 «Q «Q -
where we used that (év; -V - Q’ré) ‘ng = — (évs -V- Qré) -ng and where we have writ-

ten Y/ = (X, V’",0,Q) and (vl, V', Q) is the post-collisional configuration defined by (1.14).

2.2. Iterated Duhamel formula and continuity estimates. Using the hierarchy (2.1),
the first marginal can be represented in terms of the iterated Duhamel formula

Nt ot tn—1
f](\}l-l( t) = t)fj(vljrl,o—i‘z:/ / / S1(t —t1)(Cr,2 + D12)Sa(t1 —t2) . ..
—Jo Jo 0

CStpn(tn) FNT1Y At - dty

s—1
where S, denotes the group associated with V - Vx + — sz Vi, + Q@@ in D with

=1
specular reflection on the boundary. To simplify notation, we define the operators Q1,1(t) =

(2.4)
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Si(t) and for s,n > 1

t tn tn+s—2
Qn,n+8(t) = / / T / Sn(t - tn)(Cn,nJrl + Dn,nJrl)SnJrl(tn - tn+1)
0 JO 0

(2.5)
oo Snps(tnps—1)dtns—1 ... dty,
so that
N
1 1+s
(2.6) SO0 =3 Quirs®)F5 T -
s=0

To establish uniform bounds on the iterated Duhamel formula (2.6), we use the estimates
on the initial data (1.18) and the maximum principle for the Liouville equation to get

(2.7) frna1(t) < llgollpeMparn -
Thus,

f](\?i_l (t> Y; Zs—l) < HQOHL"OMETI)7N(X7 Va Qa Zs—l)

(2.8) s ®(s—1)
< Cllgollzee Mp,r(V, QMg (Vs1)

where from now on C' is a constant which may change from line to line, and the upper
bound in terms of the Gaussian measures (1.16) is uniform with respect to the positions.

The factor C*® is due to the exclusion Z;1 in M ﬁ(s} n- This estimate can be combined with

continuity estimates on the collision operators (see [13, 3]). As usual we overestimate all
contributions by considering rather the operators |Cs s11| and |D; 51| defined by

S S

|Cs 51| fog1 == Z(C:s—&-l + C;s+1)fs+1 | Dssr1l forr = Z(D;S—l—l + D;s+1)f8+1 )
i=1 =1

and the corresponding series operators |Qs s1n|. Thanks to (2.8), it is enough to estimate
the norm of collision operators when applied to the reference Gaussian measures introduced
in (1.16). The following result holds.

Proposition 2.2. There is a constant C1 = C1(B,I) such that for all s € N* and allt > 0,
the operator |Q| satisfies the following continuity estimate:

) City s
Q1 () (Mg ) < (0712> Msg/a,1 -

The proof is standard and sketched in Appendix B.1. Note that this estimate is the
key to the local wellposedness of the hierarchy (see [13]) : it implies indeed that the series
expansion (2.4) converges (uniformly in V) on any time such that ¢ < o?.

2.3. Probability of trajectories and the Duhamel series. We start by recalling how
the series (2.6) can be interpreted in terms of a branching process. This plays a key role in
the analysis of the series as explained in [16, 7, 13]. A more detailed presentation will be
given in Section 6.1. The operator Q1 1+ defined in (2.5) can be described by collision trees
with a root indexed by the coordinates at time ¢ of the rigid body to which we assign the
label 0.

Definition 2.3 (Collision trees). Let s > 1 be fized. An (ordered) collision tree a € Ay is
defined by a family (a;)1<i<s with a; € {0,...,i—1}.
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We first describe the adjunction of new particles in the backward dynamics starting at
time g = ¢ from the rigid body which can be seen as the root of the tree. Fix s > 1, a
collision tree a € A; and Y = (X,V,0,Q), and consider a collection of decreasing times,
impact parameters and velocities

TI,S:{t1>.”>t8}7 Nl,s:{yl7"'7ys}7 ‘/1,8:{”17"'77}5}'

Pseudo-trajectories are defined in terms of the backward BBGKY dynamics as follows :

e in between the collision times t; and t;4.1 the particles follow the i+ 1-particle backward
flow with elastic reflection;

e at time tf, if a; # 0, the atom labeled 7 is adjoined to atom a; at position z,, + cv;
and with velocity v; provided this does not cause an overlap of particles.

If (v; — v, (t])) - v; > 0, velocities at time ¢; are given by the scattering laws
(2.9) o
(2

e at time t;r, if a; = 0 and provided this does not cause an overlap of particles, the
atom labeled ¢ is adjoined to the rigid body at position X + iRe(tj)raﬂ' and with
velocity v;.

If (ot = V() - Q(t;”)Re(ﬁ)r%) “Rg+yvi > 0, velocities at time ¢;” are given

by the scattering laws

_ 2
vi(t;) — v = A1 (aV(t5) + on(t;r)Re(tj)7“2-L —v;) R@(tj)yi R@(t;r)yi ,
_ 2a
2a
- Y + + L _ ). (rl
Q) - Q) = - (A+ 1>I(av(ti )+ aQ(t; )R@(t;r)ri v;) R@(tj)’/z (ri - vi).

At each time 7 € [0,t], we denote by Y (a,Ti s, N1 5, Vi s, 7) the position, velocity, orientation
and angular velocity of the rigid body and by z;(a, Ti s, Ni.s, Vi,s, T) the position and velocity
of the atom labeled i (provided 7 < ¢;). The configuration obtained at the end of the tree,
i.e. at time 0, is (Y, Zs)(a,TLS,./\/'l,s,VLS,O). The term QLHS(t)f](\fill)O in the series (2.6) is

evaluated by integrating the initial data fj(\fill)o over the values (Y, Zs) (a,Th5,N1,5,V15,0) of
the pseudo-trajectories at time 0.

Pseudo-trajectories provide a geometric representation of the iterated Duhamel series (2.6),
but they are not physical trajectories of the particle system. Nevertheless, the probability
on the trajectories of the rigid body can be derived from the Duhamel series, as we are
going to explain now. For a given time 7' > 0, the sample path of the rigid body is denoted
by Y7 := (X(t),V(t),0(t), (t))i< and the corresponding probability by P, , ,, where the
subscript stands for the initial data of the particle system. As Yp has jumps in the velocity
and angular momentum, it is convenient to work in the space D([0,T]) of functions that
are right-continuous with left-hand limits in R®. This space is endowed with the Skorohod
topology (see [2] page 121).

The following proposition allows us to rephrase the probability of trajectory events in terms
of the Duhamel series.
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Proposition 2.4. For any measurable event C in the space D([0,T]), the probability that the
path Yp = {Y (t) i< under the initial distribution fy10 belongs to C is given by

N
Ptyiro <{YT € C}) = /dYZQl,H-S( Liviecy fN—i-lO’
s=0

where the notation Q1,1+4s(T") l¢y,ecy means that only the pseudo-trajectories such that Yp
belongs to C are integrated over the initial data. The other pseudo-trajectories are discarded.
The integral is over the coordinates Y of the rigid body at time T.

Proof. In [3], the iterated Duhamel formula was adapted to control the process at different
times. Let 71 < - -+ < 7 be an increasing collection of times and Hy = {h1, ..., hy} a collection
of ¢ smooth functions. Define the biased distribution at time 7, as follows

(211) By (n (Y (1) o (¥ (7)) i= [ Y he(¥) 10 (707,

where Y = (X, 0,V,Q), in the integral, stands for the state of the rigid body at time 7, and
the modified density is

N
1
(2.12) fj(vj)LLHe(Tz, V)= > Quiym (e —7e1) <h£—1Q1+m1,1+m1+m2 (Te—1 — T-2)
mi+--+mp=0

f (1+mq+- +m1:)

o PQ1 g et I ma e (Tl)) N41.0

In other words, the collision tree is generated backward starting from Y = Y (7;) and the
iterated Duhamel formula is weighted by the product hi(Y (1)) ... (Y (7)) evaluated on
the backward pseudo-trajectory associated with the rigid body.

More generally any function A in (T2 x S! x R3)®£ can be approximated in terms of products
of functions in (T2 x S' x R3)*, thus (2.11) leads to

N
(213)  En(h(Y(n).....Y (7)) :/dYZQ1,1+m(T) WY (1), Y (7)) INiTe
m=0

where the Duhamel series are weighted by the rigid body trajectory at times 7, ..., 7.

For any 0 < 74 < --- < 1y < T, we denote by m -, the projection from D([0,T])
to (T? x S x R3)®*

(2.14) T, (Y) = (Y (11),...,Y (7).

The o-field of Borel sets for the Skorohod topology can be generated by the sets of the
form ;! _ﬂH with H a subset of (T? x S x R3)* (see Theorem 12.5 in [2], page 134).

Thus (2 13) is sufficient to characterize the probability of any measurable set C. This com-
pletes the proof of Proposition 2.4. O

2.4. Structure of the paper. In order to prove that in the Boltzmann-Grad limit, the
mechanical motion of the rigid body can be reduced to a stochastic process, we are going
to use successive approximations of the microscopic dynamics by idealized models. The first
step is to compare the microscopic dynamics of the rigid body with a Markov chain by
showing that for N large (in the Boltzmann-Grad scaling Ne = 1), the complex interaction
between the rigid body and the atoms can be replaced by the interaction with an ideal gas
and the deterministic correlations can be neglected. This first step boils down to showing that
the distribution of the rigid body follows closely a linear Boltzmann equation with an error
controlled in N, e, a: this corresponds to Theorem 1.1 whose proof is achieved in Section 7.
The linear regime still keeps track of some dependency in € and « due to the fast rotation of
the rigid body and to the large amount of collisions (with small deflections). In Section 8, we
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show that this dependency averages out when € and « tend to 0, thus proving Theorem 1.2.
Finally Theorem 1.3 is proved in Section 9, and requires in particular studying correlations
at different times, as well as checking some tightness conditions.

Series expansions and pseudo-trajectories

The initial data (1.18) is a small fluctuation around the equilibrium Gibbs measure, thus
we expect that the atom distribution will remain close to equilibrium and that in the large N
limit the rigid body will behave as if it were in contact with an ideal gas. As a consequence,
for large N, the distribution of the rigid body should be well approximated by

FOLY) ~ Mg (Y)ge(t,Y),

where Mg ; was introduced in (1.16) and g. solves the linear Boltzmann equation (1.23) with
initial data gg.

This approximation is made quantitative in Section 7. This is the key step of the proof
of Theorem 1.1: one has to control the dynamics of the whole gas and to prove that the
atoms act as a stochastic bath on the rigid body (up to a small error). Note that, as usual
in the Boltzmann-Grad limit, we are not able to prove directly the tensorization for the joint
probability of atoms, and the decoupling of the equation for the rigid body distribution.

We therefore approximate the BBGKY hierarchy by another hierarchy, the initial data of
which is given by

(2.15) Vs> 1, Y, Zer) = go(Y) Mg (Y HMﬁ vi).

This hierarchy (referred to in the following as the Boltzmann hlerarchy) is obtained by taking
formally the N — 0o, ¢ — 0 asymptotics in the collision operators appearing in the BBGKY
hierarchy under the Boltzmann-Grad scaling Ne = 1. It represents the dynamics where
the rigid body and the atoms are reduced to points, however its solution still depends on «
and e, which appear in the scaling of the angular velocity O(«/¢e) of the rigid body and the
velocities of the atoms O(1/a), as well in the collision frequency and in the fact that the
collision integral is on 9%,. We thus define

( +1f(s+1))(Y ZS 1 Z\/S\ R? s+1 .,xi,?)g,-..,xi,'l);)((vg _07/,) .VS)_
X

—f(s+1)(. R 7N 7 ,.%'Z‘,’Us)((vs - Ui) : Vs)_} dvsdus

and

1 1
(Ds s+1f (s+1) )(Y, Zg 1) = — /[DL . [f(s+1)(Y/,Zs_1,X, vé)((&v; S g Q/ré) .n@)
X

_f(s+1)(y7 Zo_1,X,05) ((lvs _

«

V- Qré) . n@> _} doadvg

forany Y = (X,V,0,Q) and Z,_;.
One can check that if the initial data is given by (2.15), then the solution (fg(s))szl to the

Boltzmann hierarchy is given by the tensor product to the solution of the linear Boltzmann
equation (1.23), namely

Vs> 1, fOY, Zy) = g-(t,Y) Mg (Y HMﬂ Vi),

where g. solves (1.23).
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The core of the proof of Theorem 1.1 therefore consists in controlling the difference between
both hierarchies, starting from the geometric representation of solutions in terms of pseudo-
trajectories.

Pseudo-trajectories involving a large number of collisions contribute very little to the sum
as can be proved by the pruning argument developed in [3] (see Section 5). On the other
hand, we expect most pseudo-trajectories with a moderate number of collisions to involve
only collisions between independent particles. A geometric argument similar to [13, 3] (see
Section 6) gives indeed a suitable estimate of the error, provided that locally the interaction
between the rigid body and any fixed atom corresponds to a unique collision.

Control of the scattering
Compared to [13, 3], we have here an additional step to control the pathological atom-rigid
body interactions leading to a different scattering.

Because atoms are expected to have a typical velocity 0 = O(1/«) while each point of the
rigid body has a typical velocity V + Qrt = O(1), in most cases the atom will escape before a
second collision is possible. However, the set of parameters leading to pathological situations
can be controlled typically by a power of « (see Section 3.1), which is not small enough to
be neglected as the other recollisions (which are controlled by a power of €). To avoid those
pathological situations, a modified, truncated dynamics is introduced in Section 3.2, which
stops as soon as such a pathological collision occurs. Section 3.3 provides the proof that the
original dynamics coincides with the truncated dynamics for data chosen outside a small set.

Diffusive scaling

Following the strategy described in the previous paragraph and performed in Sections 3
to 6, we obtain explicit controls in terms of IV, e, @ on the convergence of the first marginal to
the linear Boltzmann equation (1.23). However this equation still depends on € and . On the
one hand, we prove in Section 8.1 that the density becomes rotationally invariant as € — 0,
and on the other hand in the limit v — 0, we show in Section 8.2 that expanding the density
in the collision operators, cancellations occur at first order between the gain and loss terms.
Thus in the joint limit e, « — 0, we prove that the linear Boltzmann equation (1.23) remains
close (in a weak sense) to the weak solution of

g \1/2
6t9+V-ng=<7TB) Lg,

where the diffusion operator is given by (1.24). Finally, these estimates are used in Section 9
to prove the convergence towards an Ornstein-Uhlenbeck process.

3. THE MODIFIED BBGKY HIERARCHY

3.1. Geometry of the atom-rigid body interaction. As the rigid body rotates, even
though it is convex, there are situations where the binary interaction between an atom and
the rigid body leads to many collisions. One can imagine for instance the extreme case when
the rigid body is very long so that it almost separates the plane into two half planes (with
a rotating interface) : then, whatever the motion of the atom is, we expect infinitely many
collisions to occur.

Below, we focus on collisions between the molecule and a single atom, forgetting the rest
of the gas for a moment. Furthermore, we consider the dynamics in the whole space and do
not take into account periodic recollisions. Rescaling time and space by a factor a/e, we first
use the scaling invariances of the system to reduce to the case when

o the rigid body has size O(1) and the diameter of the atom is «;
e the velocity and angular momentum of the rigid body are O(1);
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e the typical velocity of the atom is O(1/«).

Then we shall take advantage of the scale separation between the velocity of the atoms
and the velocity of the rigid body, to show that with high probability the atom will escape a
security ball around the rigid body before the rigid body has really moved. More precisely,
we shall prove that if at the time of collision, one has the following conditions (where n > 0
is chosen small enough, typically n < 1/6 will do)

(3.1) V/— V>0, max {[V],IV'], 190, 1]} < |logal,
and
(3.2) lv—aV|>a?3 and |/ —aV'| > o371,

there cannot be any direct recollision between the rigid body and the atom. Notice that
under (3.1), both conditions in (3.2) can be deduced one from the other thanks to (1.14) up
to a (harmless) multiplicative constant.

Proposition 3.1. Fizn < 1/6 and consider a collisional configuration between an atom and
the rigid body. Under assumptions (3.1), (3.2) on the collisional velocities, the atom cannot
recollide with the rigid body.

Proof. From the scattering law (1.14), we know that
202 o

207 E -V —rd) nel| = T _vi_airdy.

A+1lNa © ne_A—i—l(oz re) - ne,

where the last term is nonnegative as the velocities are outgoing. Under assumption (3.1)
and recalling that A ~ o2, we therefore have that the normal relative velocity at the contact
point is bounded from below by O(a"):

/

(3.4) (% —V' = Q') -ne > Ca.

(3.3) v'-v|=

As this velocity is relatively small, in order to prove that the atom escapes without any
recollision, we will use the two key geometrical properties (1.5), (1.4) on the rigid body:

e it has finite size, it is included in a ball of radius r,qz;
e it is strictly convex, with a curvature uniformly bounded from below by &min-

Note that we only deal with kinematic conditions, so that we can stay in the reference frame
of the center of mass, and split the dynamics into two components : the rotation of the rigid
body and the translation of the atom.

- If there is a recollision, it should occur before time

27
3.5 Omag I= e
(3:5) e min |2 — V|
at which the atom escapes from the range of action of the rigid body. From Assumption (3.2),
we deduce that
Omaz < Cal/gin .
In particular, on this time scale, the angle of rotation of the rigid body is very small thanks
to (3.1)
(3.6) Smaz || < Cal~ " log al .
Let us look at the motion in the reference frame associated with the center of mass G of
the rigid body.
- Because of the strict convexity of the rigid body, it is in the subset of the plane delimited
by the parabola parametrized by s € R (see Figure 2)

1
1 2
T — Sng — §/£mms ne,
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1L 1 2,0
Te — SNg — 5KminS n@‘

F1GURE 2. The collision between the rigid body and a particle occurs at rg
and the dotted line is the tangent in the direction —né at rg. The parabola
is represented in dashed line.

where we have chosen the origin at the center of mass of the rigid body, and we denote by rg
the contact point at first collision and by (—né, ne) the tangent and the normal at ReX at
this point. Note that, because the rigid body is contained in a ball of radius 7,42, We are
only interested in the portion of the curve with s < Crp,q.. After a small time ¢, the rigid
body has rotated by a small angle 60 around the origin, so this curve is parametrized by

1 1
(re — sné — immin32n@) + 0 (re — sné — iﬂminszn@)J‘ + O(((SQ’)Q) i

In order for the atom to recollide with the rigid body, it has first to intersect the parabola
at some time § < 6,42, which leads to the following equation
v’ 1 1
5(5 -V - 5Q’ré + sné + §/ﬂmm82n@ — 50 ne + iéﬁ'mminb’?né +w= O((éQ’)2)
denoting by w the relative position of any given point of the atom with respect to the contact
point at the time of first collision. Note that

w-ng > 0.

Taking the scalar product by ng, we get

/

1
5(U— V' —Q7g) -ne + §/<cmms2 — 500 +w -ng = O((69Y)?).

@
The canonical form of the polynomial in the left hand side is

1 o / o \?
ilsmm(s— 0 )2+5(v—7V'leré)-n@f < 0 )
a

Rmin Rmin

> 5((2/ V) e -6 (2/&”)2)
> C8(a’ 4+ 0(5()%)),

where on the last line, the first lower bound comes from (3.4).
Recall that by (3.2) and (3.6),

5(V)% < Ca'/* M logal?.
We thus conclude, since 7 < 1/6, that

/

1
5(0— — V' —Q'rg) -ne + §’fmin52 — 56 +w-ne + O((6)?) >0,
o

which implies that no recollision can occur. O
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3.2. Modified dynamics. Initial data such that the microscopic dynamics do not satisfy
conditions (3.1), (3.2) at some time in a given time interval [0,7] will lead to pathological
trajectories which cannot be easily controlled in terms of the Duhamel series (2.6). In this
section, we prove that such initial data contribute very little to the average, and therefore
that the dynamics can be modified on these bad configurations without changing the law of
large numbers.

Fix T a given time. The set A%¢ of initial data such that the rigid body encounters a
pathological collision during [0, 7], i.e. a collision for which (3.1) or (3.2) is not satisfied, is
included in the union of the following two sets, the first one being defined only in terms of
the trajectory of the rigid body, and the second one involving additionally one atom of small
relative velocity :

AT = {(Y7 ZN) ‘ Is<T, 0<|V(s)=-V(sh)|< ot
or |Q(s) = [logal or [V(s)| > [logal},
A = {(Y, Zy) ‘ Is<T,i <N, d(zi(s),X(s)+ gR@E) - % and
cither [vi(s™) = aV(s*)| < ¥ or fui(sT) —aV(s7)| < a?*1}

We shall prove that both sets have vanishing probability under the invariant measure
when « tends to 0, uniformly in € < a. In the following, Eps, ; v, Parg ;v stand for the ex-
pectation and the probability of the microscopic dynamics on the time interval [0, 7] starting
from Mg . In the following we shall use indifferently the notation Eps, ; v, P,y when
applied to the trajectory or to the corresponding initial data.

Proposition 3.2. Assume that the scaling relations Ne = 1 and «|loge| > 1 hold. Then,
for any given T > 0, we have

lim Pay, ;o (A5) = 0.

The proof of this result is postponed to Section 3.3. We stress the fact that the pathological
trajectories are not estimated in terms of the Duhamel series but directly at the level of the
microscopic dynamics.

A non conservative dynamics

To avoid multiple collisions of an atom with the rigid body, we kill trajectories when one
of the conditions (3.1), (3.2) is violated. More precisely, we define fy; as the solution to
the Liouville equation

N
~ ~ 1 ~ Ie% ~
N1 +V - Vx Ny + — E Vi - Vg, INy1+ —Q0efn+1 =0,
a €

with the following modification of the boundary conditions

- bty F
(37) fNJrl (t7 Y ’ZN) o fN+1(t’ Y, ZN)l{(vi,V,Q) satisfy (3.1) and (3.2)}

where (Y’, Z%) is the post-collisional configuration defined by (1.14). Note that fy.; coin-
cides with fy1 on all characteristics which do not involve a pathological collision between
the rigid body and an atom. The marginals of fy,; are

f}vﬂl(t, Y, Zs_1) := /fN+1(t, Y, Zn)dzs ... dzy
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and for all i € {1,...,s — 1}, there holds at the boundary

#(s) 1ot _ f(s)
(3-8) fN+1(th 1 Zs1) = fN+1(t’ Y, Zsfl)l{(vi,v,g) satisfy (3.1) and (3.2)} ’

and in particular

!
fN'H(t Y, S 1 {( i,V,Q2) do not satisfy (3.1) or (32)} =0.
From the maximum principle, we furthemore obtain that

(3.9) 0< fagr < fvr < llgollooMp,rn -

Modified hierarchy
The modified BBGKY hierarchy can be written for ¢ < T

N+1-—s

ts ts+n2
-3 / J AR R (GRS ICRES N ORI

(3.10)
T (s+n)
S (teyn 1)fNJrl (0) dtsyn—1...dts,

where

135242 @

° Sl denotes the semigroup associated with V- Vx + — E v; - Vg, + —Q0p in DZ with
« €
i=1

partial specular reflection (3.8);
e and the truncated collision operator Dl’ st = D:SJ[H Dy ;1 is obtained by modifying
the gain operator (2.3) so that

s+1 e
(D Fe ) (¥ Zoa) = (N — s + 1)/
(3.11) & J10,Lq]xR2
s 1
X J(Vj—rll) (Y, Zs-1, X + gra@av;)((a”; -V - Q’Té) : TL@) dodvs .

1{(ug,V/,Q/) satisfy (3.1), (3.2) }

Notice that
(3.12) Vpell,od], YI<s<N+1, |Sifllee <|fslee-

Error estimates
Both dynamics S}LV 41 and Sy coincide on [0,7] for initial data which are supported
on (A%)¢ as no pathological collision occurs. Define

TN+1,0 := fN+1,0la00 .
Then, for any t € [0,T7], thanks to (3.12),
131 (8) = Py @)l ey = ISK 41 (D v 110 = Snaa () fvsroll vy
< [(8h1s (6~ Sxa(8) vt — L)oo
+[1SK 41 (O 10l ety + ISv1 (BTN 10l 1 o)
< 2H7"N+1,0||L1(Dé\7+1) :
From Proposition 3.2, we therefore deduce the following corollary.

Corollary 3.3. Assume that the scaling relations Ne = 1 and a|loge| > 1 hold. Then, for
any giwen T > 0 we have

sup hm [ fn4a(t) — JZN+1(t)HL1(DgV+1) =0.
telo, 7] &
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We shall therefore from now on work on the modified series expansion
N+1—s

(313) N+1 Z Qs s+n J\?IIL (0)7

where we denote

ts ts+n 2
ss+n / / / t_t )(CSS+1+D35+1)Ss+1< t5+1)"'

Ss+n(ts+n 1) dts-{—n 1- dts-

satisfy the estimates stated in Proposition B.1. In particular

(3.14)

Note that the operators QS s4n
the series expansion (3.13) converges on any time t < 2.

3.3. Control on the pathological configurations: proof of Proposition 3.2. The
probability of A7” and A5 are estimated by different arguments.
Step 1. Estimating the probability of A7 .

We first reduce the analysis to small time intervals. Let A,s be the event A7 restricted
to the time interval [0, a’]. Suppose that

1
(3.15) ]\171330 045PM’8 . ~(Ags) =0.
a—0

Then the limit
]\}i_{noo ]P)MB,I,N (A?a) =0

can be deduced by decomposing the event A7 over the time intervals ([(k —1)a®, ka®[),

Qm‘ S

and using the fact that Mg n is invariant
eay . I
PMB,I,N ('Al ) < EPMB,I,N (Aa5> .

We turn now to the proof of (3.15). The set A5 is a set of initial conditions for the whole
dynamics, but it can be seen also as a set C,s on the single trajectory Y,s = {Y (t) };<q5 of
the rigid body. In the latter formulation, C,s is measurable in the Skorohod space D([0, a’]).
It is indeed the union of

a=UJN U {e: 0<Vet)-vE)|<a)
k>1n>k r€@ﬂ[0,a5f% "

and
= {Yas; V(r)| > [logal or [Q(r)|> yloga\}.
reQn|0,a’]
Using Proposition 2.4, the probability of the event C.,s can be rephrased in terms of the
Duhamel formula

1
Pars, i (A Z / AY Quism(0®) Ly, sec oy METY

The contribution of Cy is exponentially small: there are two constants C and C’, depending
on 3 and I and which may change from one line to the other, such that

N
Z /dY Qua+m(a’) iy secoy M(TIJ,FJTVn) < Cexp(—C'|log al?) Z /dY Q1,14m(a”) B};rm)

< Cexp(~C'|logal?),
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where the last inequality is obtained using the conservation of energy to replace Q by @ in
a fraction of the Maxwellian, and applying Proposition B.1 with t = a®.

To evaluate the contribution of C;, we treat the terms of the series differently according to
the number of collisions. If there is no collision m = 0 then the rigid body is not deflected so
the term is equal to 0. Going back to the proof of Proposition B.1 with t = o, we get

Ym > 2, HQ1,1+m(a5) Mﬂ(l;r}z;) < CmaPm

.-

and we deduce that the total contribution of the terms m > 2 will be bounded by af, so it
will vanish in (3.15).
Thus it remains to control the term with a single collision m = 1: let us show that

(3.16) / dY Q12(0%) gy seciy MYy < Ca®+21,

which will complete (3.15). The time integration in Q1 2(c®) provides a factor o, so it is

enough to gain a factor a®? from the collision operator. The event C; is supported by the
pseudo-trajectories with a deflection, thus only the part Df 5 of the collision operator (2.2)
will be contributing

(DIQM;%?I),N)(Yv Zl) -

1 (2) / € / L, / /L
- MY v X+, ( oV — Qg ) doduvy .
Oé/[O’La]XR2 1, ( + o Ta.® v1) (avl r5) - ne _doadu

Suppose that the collision leads to a small deflection, then according to (3.3) we get

2c 2c
1+ A 1+ A
Given the coordinates of the rigid body (V, Q) and the impact parameter ng, this implies that

the velocity v1 has to belong to a tube of diameter o't which has a measure less than 2147
under |(vy — aV — afrg) - ne|Ms. Plugging this estimate in the collision operator Df’2, we

V' —Vv|= (v} —aV’' — aVrd) - ne| < 2277

|(v1 — aV — aQré) ‘ngl| =

get an upper bound of the type O(a?7). This completes (3.16).

Step 2. Estimating the probability of A3\ AT®.
We first recall that since |V (s)], [2(s)| < |log | and due to conditions (1.14), outside A7
the condition

lui(s™) —aV(s)| < Ca?/3tn
is equivalent (up to a change of the constant C), to
li(sT) — aV (sT)| < Ca?/347,

If a series of collisions occurs between a particle and the rigid body, then thanks to Propo-
sition 3.1 necessarily the first of these collisions is pathological. We are going to esti-
mate the probability of this first pathological collision to estimate the probability of the
event A5\ AT It can occur due to two possible scenarios: either there is only one particle
in the vicinity of the solid body before the pathological shock, or there are several. In the
following we denote by 4 the particle having a pathological collision with the solid body, by
7. the time of this collision and we define

7 :=min{T > 0/V7 € [r, 7], |x(7) - X ()| <2¢/a},

T =min{r > 0/Y7 € [r,7], |vi(7') = X(7')] < 3e/a}.
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(i) If 75 = 0, then the corresponding probability under Mpg ; n can be estimated by

2
9 9

where the factor N takes into account all the possible choices of the label 7.

(ii) If 79 > 0 and there is no other particle at a distance less than 2/« from the rigid
body on [, 7], then the particle i has traveled a distance at least €/« through the
neighborhood of the rigid body before the pathological collision. In this case, the
following event will be satisfied

T ui(s) —aVi(s
By := {32' =N, / dswl{ms)—st%, o3 ()—aV (s)|<a2/5+n} = i}
0 o
(iii) If 72 > 0 and there is at least one other particle j at a distance less than 2¢/a from the
rigid body for some 7 € [r1, 7], then one of the particles 7, j has to travel a distance
at least £/a while the two particles remain at distance less than 3¢/« of the rigid
body. Thus it is enough to estimate the event

5= {F <N, /OT n (m(s) SUCNOR av<s>|>

(67

(3.17)

9
U)X (@< Jay () -X ()| <} = E}'

We turn now to estimating the probabilities of the events By, By to conclude the proof.

We first bound from above the probability of B; by using the invariant measure. On the
one hand

1 T
Patgrn(B1) < N-En (/0 dslvi(s) — V()| 15, (5)—x ()< 22 vl(s)aV(s)|§a2/3+n}>

T
< N;]EMB,I,N (|U1 —aV| 1{|x1—X|§2;€, |U1—0¢V|§042/3+"}) ’
As the position and velocity are independent under the invariant measure, we get
T 2e
PME,I,N(BI) < N;EML%,I,N ‘xl - X‘ < E EM/B,I,N <|Ul - O‘V’ 1{\v1—aV|§a2/3+"})

T 42
S N; §a2+37’ = 4TO[377 y

where we used that in dimension 2
Erg (]1)1 —aV]| 1{|v1—aV|§a2/3+77}> ~ /R? Mp(v)[v[1{jy1<q2/34mydv = Q23
We turn now to the second event. We have
Pars ;v (B2) < NzéEMB,I,N </0T ds (Jv1(s) — aV(s)| + |va(s) — aV (s)|)

X Loy (s)-X ()] < 22, |z2(s>fx<s)|g35})

T 3e 3¢

< CN*ZE, (|$1 — X| <= and [2; - X] < E) Bty s v (2|v1 - avy)
Ter  CTe

<CON?’=— = —=

- e at ot

bounding Epy, ,  (2|v1 — aV]) by a constant. Proposition 3.2 is proved. O
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4. THE MODIFIED BOLTZMANN HIERARCHY

4.1. Removing the pathological collisions. We shall prove in the following sections that
the modified BBGKY hierarchy (3.13) behaves asymptotically as the following modified Boltz-
mann hierarchy: for all s > 1,

ts ts+n 2 _
fes Z/ / / t_t )(CS s+1 +Ds s+1)SS+1(t _terl)

(4.1)
.. Ss+n (ternfl)f(s—Hl) dts+n 1- dts )
where
152 @
e S, denotes the group associated with the free transport V-V x 4+ — Z v;- Vg, +—Q 0o
« €
~ i=1
e the collision operators Cs sy are defined as usual by
(Cosrr fETIN (Y, Zon) Z / <S+1> TV 2, 0L
SxR2

- f(8+1)(' <oy Ly Ugy oo vy Ty US)] ((US - Ui) ’ U)_dVdUs

e and the truncated collision operator D; st = D:SJ[H D s 5T+1 is obtained by modifying
the gain operator

1
D+T (s+1) Y. Zs— — / 1
42) ( sortS )( J 1) a Jjo Lo xR {(vg7V’,Q’,®,O') satisfy (3.1), (3.2)}

1
x fETOY! Z_y, X, 0l ((—v; -V -Q73) - n@) dodvs
a —
and the loss operator

(s+1) ———
(43) (Ds s+lf )(Y7 ZS—l) T a /[O,LQ]XHV 1{(1157‘/,9,@70') satisfy (4.4)}

% f(8+1)(y, Zs1,X,vs) <($vs -V - Qré) -n@)_daadvs )

where the additional constraint is defined as

(vs,V,9,0,0) are such that starting from a configuration (Y, Zs;_1, X + £ rq.0,vs)

(4.4)

there is no direct recollision in the (two-body) backward evolution.

Note that this constraint depends only on a and not on ¢, as the relative size between
the rigid body and the atoms scales with a.

Note that, in order to avoid direct recollisions between the rigid body and a new atom,
we modify the collision operators. The advantage in this approach, instead of modifying the
transport in (4.1) is that there is no memory effect, which allows for chaotic solutions to the
modified Boltzmann hierarchy. One can check in particular that the initial data (2.15) gives
rise to the unique solution to the Boltzmann hierarchy

(4.5) fO X, V,0,0,Z, 1) = §-(t,Y) Mg (Y HMﬁ ;)
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where g. solves the linear equation

- ~ o ~
atgs +V-Vxg: + ;Q deg:

1 1
= — M 1 ~5Y/ a0 /—Q/J_'
(4.6) o /[O,LQ]XRZ B(v)< (3.1),(3.2)9e ( )((av \% rS) n@),
5 1
— 1(4_4)gE(Y) ((&U -V - Qré) . n@)7> dogodv .
We further introduce the notation

(4.7) 7O =3 QL.

n=0

with

_ t ts ts+n—2 _ _ _ _
Q) = / / / So(t = t5)(Coort + DI 1)Sert(ts — torn) ...
0 JO 0

o Seintorn1)dtsin_1 ... dts.

Note that the operators QT satisfy the estimates stated in Proposition B.1. In particular

s,5+n
the series expansion (4.7) converges on any time t < o?.

4.2. Asymptotics of the truncated Boltzmann equation. The very rough estimates of
Proposition B.1 can be improved using the fact that the solution to the Boltzmann hierarchy
is a tensor product, provided that we can establish an a priori bound for the solution to the
Boltzmann equation. There is however a small difficulty here as the collision operator in (4.6)
is truncated, which breaks the symmetry. We therefore need to relate (4.6) to (1.23).
Note that
e at the level of the hierarchy, it is crucial to introduce the truncations (3.1), (3.2) and
(4.4) in order to minimize the errors between the modified BBGKY hierarchy and
the Boltzmann hierarchy, because these errors will sum up.
e at the level of the Boltzmann equation, the truncation will not be a big deal. It is
indeed proved in Appendix A that the solutions to (4.6) and (1.23) stay very close to
each other, as stated in the following proposition.

Proposition 4.1. Consider an initial data gy satisfying the assumptions (1.19). Let g. and g
be the solutions to (1.23) and (4.6) with initial data go. Then there exists Cy such that

|’§EHL°0(R+><R4><S><]R)§ Co
and for any T > 0 there exists Ct such that

1Mg.1(9e — Ge)ll oo (j0.77, 11 (RéxSxR)) < O™
where n is the exponent defining the truncations (3.1), (3.2).

5. CONTROL OF COLLISIONS

5.1. Pruning procedure. We now recall the strategy devised in [3] in order to control the
convergence of the series expansions, or equivalently the number of collisions for times much
longer than the mean free time, in a linear setting. Here by collision we mean the collision
of a particle with a new one through the collision operator.

The idea is to introduce a sampling in time with a (small) parameter h > 0. Let {ng}r>1
be a sequence of integers, typically n;, = 2¥. We study the dynamics up to time ¢ := Kh
for some large integer K, by splitting the time interval [0,¢] into K intervals of size h,
and controlling the number of collisions on each interval: we discard trajectories having
more than ng collisions on the interval [t — kh,t — (k — 1)h]. Note that by construction,
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the trajectories are actually followed “backwards”, from time t (large) to time 0. So we
decompose the iterated Duhamel formula (3.13) by writing

ni—1 ng—1

(5‘1) Z Z Ql J1 J1,J2( )"’QTJK71,JK( )fN—HO_’_RNvK(t)

J1=0 Jjx=0
with a remainder

K ni—1 ng_1—1

6:2) Ryu®)=3 3o 305 QL@ (@ (A k)

k=1 j1=0 Jx—1=0jx>ny

with Jy := 1, Jg := 1+j1+- - -+jg. The first term on the right-hand side of (5.1) corresponds
to a controlled number of collisions, and the second term is the remainder: it represents
trajectories having at least ny collisions during the last time lapse, of size h. One proceeds
in a similar way for the Boltzmann hierarchy (4.1) and decomposes it as

ni—1 ng-—1

(5.3) =353 @, mQh, () ...QY (W + Rex(t)

Jj1=0 Jjx=0
with a remainder

K ni—1 ng_1—1

Z Z Z Z Ql n(h QJk odpy (B )ng,l,Jk(h)fs(J'“)(t—kh)-

k=1 j1=0 jr_1=0jp=>ny

Proposition 5.1. There is a constant C such that the following holds. For any (small) v > 0
and T > 1, if

4
a
(5.4) h < Tor
then uniformly int <T
HRN,K(t)HL1 + HRS,K(t)HLl < HgOHL‘” Y

Proof. We follow the main argument of [3]. The maximum principle (3.9) ensures that the L™
norm of the marginals are bounded at all times

| P (8. Y, Zoo1)| < llgoll e M) 5 (Y, Zamn).

Combining this uniform bound with the L* estimate on the collision operator given in
Proposition B.1, we can bound each term of the remainder (5.2) as follows

‘Ql Jl‘ ‘ij 2,J— 1‘ }Q‘]k) 1 Jk‘ )f}\;]i)l(t_ kh)
< ol @1, 1(k = DR [QY, sl My
Cit\ Jk-1—1 C’ h\J
< llgollz= (ﬁ) o <712) kM3ﬂ/4J'

Summing over the different intervals and recalling that n; = 2*, we deduce that

K ni—1 np—1—1

IRl < lonle 35 30 30 3 (S5)" (50"

k=1 j1=0 Jr—1=0 jp>ny



THE ORNSTEIN-UHLENBECK PROCESS FOR A MASSIVE PARTICLE IN A RARIFIED GAS 25

Given a small parameter v > 0, we take h such that (5.4) holds, with C' := C%. The previous
formula can be estimated from above
K ni—1 ngp_1—1

HRN,K(t)HLl < ||90||L°°Z Z Z exp (2klogfy)

k=1 j1=0 jr—1=0

K k
< llgoll e Z (H nz) exp (Qk logfy)

k=1 =1
K
k(k — 1
< loola 3 exp (M5 4 #1081 ) < fanllen.
k=1

The same argument applies to the Boltzmann hierarchy due to the specific form of the
solution to the Boltzmann hierarchy

(5.5) FOY, Zo 1) = §(t,Y)Mp (Y HMﬁ ;)

together with the L> bound (see Proposition 4.1) for the modified Boltzmann equation (4.6).
Proposition 5.1 is proved. O

5.2. Truncation of large energies and separation of collision times. We now prove
that pseudodynamics with large velocities or close collision times contribute very little to the
iterated Duhamel series. More precisely we first define

(5.6) Vo= {0, X1, Vorr) | £V, Q,Vin) < GRllogel?}
for some Cjy > 0, where
s—1
1
E(V,Q,V, 1) := 5(2 0j|2 + V2 4 102).
j=1

Then let

ni—1 ng—1

(57) R =D QL @b (). Q) (1w, )

Jj1=0  jg=0

and
ni—1 ng-—1

R =33 QL Qh, - @b ) (1571 )

71=0  jk=0
The contribution of large energies can be estimated by the following result.

Proposition 5.2. There exists a constant C > 0 such that for all t € [0,T)

ve Ve CT 2K
B3 () + IR )l < llgolle= (=) e

Proof. We have for Cj large enough

J
AV ovs, | < MERLvs llgol o

Te— s
< |!90||L°°CJ’“M§%(/6]€ Y Mz /6.1 exp (65Jk(Va Q, VJkl)) Lys

Jp—1
< ellgoll = CT M My
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Then Proposition B.1 implies as previously, for some constant C' > (1,

ni—1 ng-—1

>3 QL 0@l - Qg ) (g, )

J1=0  jx=

cr\*"
<Z\@ otvs)| < ol (53) oo

The remainder in the Boltzmann series expansion can be controlled in the same way and this
concludes the proof of Proposition 5.2. O

In a similar way, we remove pseudodynamics with close collision times. Let § > 0 be a
given small parameter, and define
,\( ni—1 ng-—1 Jx)
1 K § J
(5.8) N+1 Z Z Ql J1 QJLJz( ) "QJK—LJK( ) (fol 0 VJK> )
J1=0  jr=0
and
ni—1 ng-—1
A J
(59) f(l K) Z Z Ql J1 QJl,JQ( ) cte Q(SJK,LJK (h’) (fo( K)]'VJK> ?
J1=0  jx=0
with
st-‘,—n /S]L t_ts)(css+1+Dss+1)Ss+1( —ts+1)...

S (1) (H 1ti71,t25> dtoin_1...dts,
Qg,s-ﬁ-n(t) = /SS(t - tS)(CS,s+1 + Dl,s+1)ss+l(ts —lst1) .-

- Sein(tsrn_t) ( H 1ti71,t25> dtgin_1...dts.
Applying the continuity bounds for the transport and collision operators obtained in Para-
graph B.1, one proves easily that

R?VU;Z = fN+1 J;}vlﬁ) R — Ryx and Ré veli= fU - fLE) _ Rrel R g

)

satisfy the estimates given in the following proposition.
Proposition 5.3. There exists a constant C > 0 such that for all t € [0,T]

,ve ,ve 5 CT 2"
IRY e + IR oo < llgoll s <a2) (7)

)
In the sequel, we will choose typically § = e!/3, so that in particular

J
(5.10) a|log6\ <1 and 6> %3,

6. COUPLING PSEUDO-TRAJECTORIES

6.1. Collision trees. In Section 2.3, the iterated Duhamel series were interpreted in terms of
pseudo-trajectories. A similar graphical representation holds for the series expansions (5.8)
and (5.9) and we explain below how pseudo-trajectories have to be modified to take into
account the killing procedure.

Given a collision tree a € A; (recall Definition 2.3), pseudo-dynamics start at time ¢ from
the coordinates Y = (X, V,0,Q) of the molecule (which has label 0) and then go backward
in time. The pruning procedure and the time separation induce some constraints on the
branching times.
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Definition 6.1 (Admissible sequences of times). Let s > 1, t > 0 be fized. An admissible
sequence of times T1 s—1 = (t;)1<i<s—1 5 a decreasing sequence of [0, t]

e having at most 2 elements in [t — kh,t — (k — 1)h] for k € [0, K];

e and such that t; —t;y1 > 0 withtg =t,ts =0.
We will denote T1 s—1 the set of such sequences.

Definition 6.2 (Pseudo-trajectory). Fiz s > 1, a collision treea € As andY = (X,V,0,0),
and consider a collection (T1 s—1,N1,s-1, Vi s—1) € T1,s—1 X (Sx BCO“OgS‘)S_l of times, impact
parameters and velocities, where we identify 0¥, to S.

We define recursively pseudo-trajectories in terms of the backward BBGKY dynamics as

follows

e in between the collision times t; and t;y1 the particles follow the i+ 1-particle backward
flow with the partially absorbing reflection (3.7);

e at time t:r, if a; # 0, the atom labeled i is adjoined to atom a; at position xq, + €v;
and with velocity vi. If (v; — ve, (t])) - v; > 0, velocities at time t; are given by the
scattering laws (2.9).

The pseudo-trajectory is killed if some particles overlap.

e at time tj, if a; = 0, the atom labeled © is adjoined to the rigid body at position X +
%R@(tj)ra,i and with velocity v;.

If (o=t = V(t) — Q(tj)Re(ﬁ)ril) - Rg+yni > 0, velocities at time t; are given
by the scattering laws (2.10). The pseudo—tm}'ectory is killed if some particles overlap
or if (3.1),(3.2) do not hold in the post-collisional case.

We denote (Y, Zs_l)(a,TLS_l,NLS_l, Vi,s—1,0) the initial configuration.
Similarly, we define pseudo-trajectories associated with the modified Boltzmann hierarchy.
These pseudo-trajectories evolve according to the backward Boltzmann dynamics as follows

o in between the collision times t; and t; 1 the particles follow the 1+ 1-particle backward
free flow;

e at time tj, if a; # 0, atom i is adjoined to atom a; at exactly the same position x,,.
Velocities are given by the laws (2.9) if there is scattering.

e at time tj, if a; = 0, atom i is adjoined to the rigid body at exactly the same posi-

tion X. Velocities are given by the laws (2.10) if there is scattering.
The pseudo-trajectory is killed if (3.1),(3.2) do not hold in the post-collisional case,
and if (4.4) does not hold in the pre-collisional case.

We denote (}7, 25_1)(G,T1,5—1,N1,s—1,Vl,s—l,o) the initial configuration.

Definition 6.3 (Admissible parameters). GivenY = (X,V,0,Q) and a collision tree a € As,
the set of admissible parameters are defined by

Gy(a) == {(Ths 1, Mo 1, Vio1) € Tiot X (8 X Beyjioge)® ™ /
the pseudotrajectory (Y, Zs—1)(a, T1,s—1, 21 ,5-1, Vi,5-1,T)
is defined backwards up to time 0 with E,(V,Q,V,_1)(0) < C2|log 5|2} ,
and
Gs(a) := {(Tl,s—l,/\/l,s—l,vl,s—l) € Tis—1 % (Sx Bco|1ogg\)8_1/
the pseudotrajectory (Y, Zs,l)(a,TLs,l, D51, Vis—1,7T)
is defined backwards up to time 0 with ,(V,Q, V,_1)(0) < C2|log €|2} .

We recall following important semantic distinction.
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Definition 6.4 (Collisions/Recollisions). The term collision will be used only for the creation
of a mew atom, i.e. for a branching in the collision trees. A shock between two particles in
the backward dynamics will be called a recollision.

Note that no recollision can occur in the Boltzmann hierarchy as the particles have zero
diameter.

With these notations the iterated Duhamel formula (5.8) and (5.9) for the first marginals
can be rewritten
N

f](\}ﬁ) (t) = ZN. (N = (s—2)es! Z / dT1 s-1dN1 s-1dV1 51
s=1 a€As Cale)
(6.1) a1
x (H bi) fz(\}sll,o((ya Zs—1)(a,T1s-1, N1,6-1, V151, 0)) ’
i=1

and

R =3 Y /G RS
(62) s=1 aEASS_IS

% ( 11 bi) POV Zeo1) (@, Thom1, N1, Vieo1,0))
i=1

denoting

bi = Oé_l(Ui — Vg, (tl)) 7 if a; 7& 0,
bii=a Natu = V(t) — Qti)rg) -ne  if a;=0.
We stress the fact that the contributions of the loss and gain terms in (6.1) and (6.2) are
coded in the sign of b;.
F(1,K) #(1,K) .

In order to show that fy ;" and fz are close to each other when N diverges, we shall
prove in Section 7 that the pseudo-trajectories (Y, Zs_1) and (Y, Zs_1) can be coupled up
to a small error due to the micro-translations of the added particle at each collision time ¢z,
provided that the set of parameters leading to the following events is discarded:

e recollisions on the interval Jty, t;—1[ along the flow SL (which do not occur for the free
flow Sg);
e killing the Boltzmann or the BBGKY pseudo-trajectory without killing the other.

6.2. Geometry of the recollision sets. The next step is to construct a small set of de-
flection angles and velocities such that the pseudo-trajectories (Y, Z) induced by the com-
plementary of this set set have no recollision and therefore remain very close to the pseudo-
trajectories (Y, Z) associated with the free flow. These good pseudo-trajectories will be
identified by a recursive process selecting for each k, good configurations with k atoms.

By definition, a good configuration with k atoms is such that the atoms and the rigid body
remain at a distance g9 > ¢/« one from another for a time T’

(Y Uj

Gr(e0) := {(Y, Zyp1) € Vg |[Yu e [0,T], Vi#j, |[(xi—u—)—(r; _UE)’ > g0

«

o
and (X —uV) = (; —u )| 250}.

On G (o), S}; coincides with the free flow. B
If the configurations (Y, Zx_1), (Y, Zp_1) are such that Y =Y and

ViE[l,kﬁ—l], |l’7;—i‘i’§50/2, V; = U;
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and if (Y, Z;_1) belongs to G(eo), then (Y, Zx_1) € Gi(c0/2) and there is no recollision as
long as no new particle is adjoined.

We are now going to show that good configurations are stable by adjunction of a kth-atom.
More precisely, let (Y, Zx_1) and (Y, Z;_1) be in Gi (o) with

2T maz€

+ (k - 1)6, Vi1 = Vk—l .

(6.3) Y=Y, sup |zj — Z;| <
J<k-1

Then, by choosing the velocity v and the deflection angle v of the new particle k outside a
bad set Bi(Y, Z,_1), both configurations (Y, Z;) and (Y, Zj) will remain close to each other.
Immediately after the adjunction, the colliding particles ay and k will not be at distance &g,
but vg, v, will be chosen such that the particles drift rapidly far apart and after a short
time § > 0 the configurations (Y, Z;) and (Y, Z;) will be again in the good sets Gr11(c0/2)
and Gyy1(c0). By construction, Y = Y at all times as long as there is no recollision. The
following proposition defines and quantifies the bad sets outside of which particles drift rapidly
far apart.

For the sake of simplicity, we assume without loss of generality that the time of addition
is t; = 0. Note that no overlap can occur here since the k existing particles are far from each
other.

Proposition 6.5. We fiz a parameter g > €/« and assume that (5.10) holds. Given (Y, Zy_1)
in Gr(co), there is a subset Bi(Y, Zy_1) of S X Bey|ioge| 0f small measure

CT?K? e e el/3
(6.4) /1Vk 13, v,z )brdordyy < |log el (aso + OT +

Komin0® «

such that good configurations close to (Y, Z,_1) are stable by adjunction of a collisional
particle close to any particle ay,, and remain close to (Y, Zy) in the following sense.
Let (Y, Zy_1) be a configuration with k — 1 atoms, satisfying (6.3).

o If1 < ap < k-1, a new atom with velocity vy is added to (Y, Zx_1) at x4, + €V,
and to (Y, Zy_1) at T, . Post-collisional velocities (vq,,vg) are updated by scattering to pre-
collisional velocities.

Then, if (v, vk) € S X Bgy|loge| \ Bx(Y, Z1_1), the configuration (Y, Zy) has no recollision
under the backward flow, and (Y, Zy,) becomes a good configuration after a time lapse 6:

(Y, Zk)(9) € Grya(eo) -
Moreover, for all t € [0,T)]

2T maz€

(6.5) Y=Y, suplz; — | <
i<k

+k€, and VkZVk.

o If ap = 0, a new atom with velocity vy is added to (Y, Zp_1) at X + (¢/a)rq0, and
to (Y,Z,_1) at X. Pre-collisional configurations are killed for the Boltzmann dynamics
if (4.4) does not hold. Post-collisional configurations are killed for both dynamics if (3.1)(3.2)
do not hold, and updated by scattering to pre-collisional velocities if not.

Then, if (Vk:avk) € [OaLa] X BCg|loge| \BO(Ya Zk—l),

- either both pseudo-trajectories are killed before time §;
- or the configuration (Y, Z},) has no collision under the backward flow, and (Y, Zj,_1)becomes
a good configuration after a time lapse §:

(Y, Zk)(0) € Gry1(e0) -

Moreover

(6.6) Y=Y, suplz; —zj| <
J<k

2T max€

+ ke, and Vk:Vk.
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Proof of Proposition 6.5. The proof follows closely the arguments in [13, 3]. The main dif-
ference lies in the possible killing of trajectories to avoid pathological recollisions with the
molecule.

The conditions for (Y, Z) to be a good configuration after a time lapse § can be written
simply

Vu >4, Vj ¢ {kvak}v Vg € /e BCollogs\T/aa ‘q + Tay, —Tj —

denoting with a slight abuse Zo = X and vy = aV. This means that v, and v, have to

be outside a union of (Cy|loge|T/a)? rectangles of width at most egar/d. Note that the last
condition on v, is not necessary in the absence of scattering, since we already know that the
initial configuration is a good configuration.

The conditions for (Y, Zy) to have no recollision are a little bit more involved. Note that,
provided there is no recollision, since the velocities are equal

V:V, Q:Q and Vk:‘_/k

then (Y, Zy) will stay close to (Y, Z)) and therefore it will be a good configuration after a
time lapse 6. We therefore only have to check that (Y, Zj) has no recollisions on [0, d].

Case of a collision between two atoms.

By definition of pre-collisional velocities (v, ,v; ), we know that for short times u < 0,
atoms k and aj will not recollide directly one with the other. Indeed, they move away from
each other, and no periodic recollision may occur since all velocities are bounded by Cy|loge|
and there holds d|loge|/a < 1.

We then need to ensure that for short times u < 4, atoms ax and k cannot recollide with
another atom j # ag,k nor with the rigid body j = 0. A necessary condition for such a
recollision to hold is that there exist u > 0 and q € Z% N Bey|loge|T/o such that
2T maz€

g+ Za,, — T — — (v, —vj)| < +2(k —1)e,

Soe

_ _ _ 2r £
@+ Ta, = 2j = —(vg, —vj)| < TZM +2(k —1)e.

Since |Zq, — T; 4+ q| > €p for all ¢ € 72, this means that vy, or v, has to belong to a union
of (Co|loge|T/a)? cylinders of opening 3¢1/eq, defining

£1 1= 2rmage/a+2(k — 1)e.

Case of a collision between an atom and the rigid body.

For post-collisional configurations, either (3.1) and (3.2) hold and thanks to Proposition 3.1
there will be no direct recollision between k and the rigid body in the backward dynamics,
or (3.1) or (3.2) fail to hold, in which case both the Boltzmann and the BBGKY pseudo-
trajectories are killed.

The case of pre-collisional configurations is a little bit more involved. If (4.4) is satisfied,
there will be no direct recollision between k£ and the rigid body in the backward dynamics.
If (4.4) is not satisfied, we first exclude small relative velocities

(6.7) lop, — V| < e'/3,

Then the geometric argument (3.5) in Section 3.1 shows that the first recollision between the
rigid body and the particle k£ (which exists by definition) has to happen before time (recalling



THE ORNSTEIN-UHLENBECK PROCESS FOR A MASSIVE PARTICLE IN A RARIFIED GAS 31
that Section 3.1 was under a scaling by «/¢)
bnaz 1= ——— 8 __ < 023 <6,

As all other particles are at a distance at least g — €1 — Cp| log €|tnas /v from the rigid body,
there cannot be any interaction, changing the two-body dynamics during this time lapse.
This means that the BBGKY pseudo-trajectory is killed as well before time 4.

Then we check that all other situations (recollisions with another atom j # k) do not use
the geometry of particles (replacing the rigid body by a security sphere of radius 7,46/
around it). So according to the previous paragraph we find that v, and V'~ have to be outside
a union of (Cy|log e|T/a)? rectangles of sizes C|log €|?e1 /9. We also need, as in (6.7), for V=
to be outside a union of k — 1 balls of radius £/ /a.

From these conditions on the pre-collisional velocities, we now deduce the definition and
estimate on the bad sets Bi(Y, Zy_1).

If ap # 0, using Lemma C.1 in the Appendix to translate these conditions in terms
of (vg,v), we obtain that there is a subset By q, (Y, Z—1) of S x Byl loge| With

Ck ( Colloge|T\?
/lem 2y bredvogdvy < = <°|g|> (Colloge])?|log e
k

[0
((C0| loge]) — + Co log5|—)

such that the addition of an atom close to ay with (v, vg) gé Bk’,ak (Y, Zj,_1) provides a good
pseudo-trajectory.

If ap = 0, we need to compute the pre-image of the bad sets by the scattering. By
Lemma C.2 in the Appendix, we obtain that there is a set By(Y, Zx_1) of measure

Ck Colloge|T\?
/v 15, o(V,Z4_1) PkdvRdry < ( 5 (Colloge])?|loge]
k

KminQ

e 3
((C’olloga\) +Co|log€]—+ )

such that the addition of an atom close to the rigid body with (v, v) € By, provides a good
pseudo-trajectory. Proposition 6.5 is proved (the extra factor k2 in the statement come from
summing over ay in the caser ay # 0 above, and the definition of ¢1). U

6.3. Truncation of the collision parameters. Thanks to Proposition 6.5 we know that
given a good configuration (Y, Z,_ 1), if the adjoined particle does not belong to By (Y, Zs 1)
then the resulting configuration (Y, Z) is again a good configuration after the time (5 As a
consequence we can define recursively the set of good parameters as follows :

Definition 6.6 (Good parameters). Given Y = (X,V,0,Q) and a collision tree a € As, we
say that (T175_1,./\/’1,s_1, Vis—1) is a sequence of good parameters if

o T 1 15 a sequence of admissible times;
o forallk € {1,...,s— 1}, the following recursive condition holds

(ks Vi) € (S X Beylioge)) \ Br((Y; Zi—1)(tr));

e the total energy at time 0 satisfies
Es(V,9,Vs-1)(0) < C§|loge[*.
We denote by G%(a) the set of good parameters.
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We the define the approximate BBGKY and Boltzmann solutions by :

](V1£)0 ZN _9))e5 ! Z/ dTy s—1dN7 s—1dV1 s—1
(6.8) ) a€As
(D0 280 (05 Ze )0 Tis 1 N 1T 1,0)),
i=1
and
f;(LK Z Z/ dTls 1dN13 1dvls 1
(69) s=1acAs

X ( H bl) f(ES) ((Ya Zsfl)(aﬂ TLS,l,NLS,l, ‘/1,8717 0)) .
i=1

The results proved in this paragraph imply directly the following proposition, choosing €y =
€2/3 5 = ¢1/3, and recalling that o > |loge|.
Proposition 6.7. The contribution of pseudo-trajectories involving recollisions is bounded
by
(1, 1,K) ;
we 0,71, IV ® = ISR Ol + 17O @) = FEO0w) 4

2K+1

<ol (53 ) <.

7. CONVERGENCE TO THE BOLTZMANN HIERARCHY

The last step to conclude the proof of Theorem 1.1 is to evaluate the difference .]?](Vl fi) 0( t)—

]‘}.;(1 40, 0( t). Once recollisions have been excluded, the only discrepancies between the BBGKY
and the Boltzmann pseudo-trajectories come from the micro-translations due to the diameter
of the colliding particles (see Definition 6.2): note that the rigid body follows the same tra-
jectory in both settings since atoms alone are “added” to the pseudo-dynamics. At the initial
time, the error between the two configurations after s collisions is given by Proposition 6.5.
Recall that the discrepancies are only for positions, as velocities remain equal in both hier-

archies. These configurations are then evaluated on the marginals of the initial data f 1(\}11 0

or fés) which are close to each other thanks to Proposition B.2. We have
‘fos)( Y, Zs1)(a, T 51, N15-1, Vi,s-1, 0)) — f,‘jil,o((K Zs—l)(a7T1,s—17N1,s—1,V1,s—170)>’
< ‘fo ( (Y, Zs—1)(a, T1 s-1,N1,5-1, V1,51, )) — fés)((Y, Zsfl)(aaTl,sflaNl,sflaV1,37170)>‘

+ ‘fo ( Y, Zs—l)(ayTl,s—laNl,s—ly‘/1,5—170)> - fj(vszrl,o((ya Zs—1)(a,T1 s—1,N1 51, V1,s—170)> ’ .

Since gg has Lipschitz regularity, by the estimate on the shift on the initial configurations
given by (6.5) and (6.6) in Proposition 6.5, we get (using the conservation of energy at each
collision)

I ((V, Ze1) (@, Tt N1, Vi1, 0)) = S5 (Y Zo1) (0 Tt N1, Vi1, 0) ) |
<cs (2 +25) My (V, MGV (V).

On the other hand, by construction, the good pseudo-trajectories reach only good configu-
rations at time 0, which means that we can use the convergence of the initial data stated in
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Proposition B.2 :

’fés) ((Y, Zs—1)(a,T1,s—1,N1,6-1, Vi,s—1, )) fN+1 0 ((Y, Zs—l)(a T s—1, Nis—1, Vi,5-1, 0)) ‘

< 08 M (V, QMY (V).

The last source of discrepancy between the formulas defining f]\} 00 and fgl’K)’O comes

from the prefactor N...(N — s + 2)e*~! which has been replaced by 1. For s < N, the
corresponding error is

_ 2
<1_N...(N 3+2)> SCSNSCSQZ'f

Ns—l

which, combined with the bound on the collision operators, leads to an error of the form
cT\*!
- ()"
Summing the previous bounds gives finally
~(1 K ) g CT 2
1,K),0 2K

& e - zeomoll, <ov s ()

Combining Proposition 6.7 and (7.2) to control the difference in the parts with controlled
branching process, we find

2K+1
<c cr /4.
Lt a?
Finally to conclude the proof of Theorem 1.1 we put together Propositions 5.1, 5.2 and 5.3,
and use the comparison (7.3). We find that if

(7.3) | - 70w

4
a
then for all t < T
c\*"" |,
[0, <oree(SF)
so thanks to (4.5)
2K+1

|70 - s, <crve(EE)an

Finally, we choose

CT?
K =T/h=— <cloglogN,
Yo

with ¢ a constant small enough. Then, we get that

cT?
<2 .
L — atloglog N

HfN+1 — Mp 13:(t )‘

Finally it remains to use Proposition 4.1 and Corollary 3.3, giving the closeness of the trun-
cated BBGKY (resp. Boltzmann) hierarchy and the original one, to conclude the proof of
Theorem 1.1. 0
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8. CONVERGENCE TO THE FOKKER-PLANCK EQUATION

8.1. The singular perturbation problem. Theorem 1.1 states that in the limit ¢ — 0,
provided that «(loglog N )% > 1, the solution fl(\})ﬂ is asymptotically close to the solu-
tion Mg g- of the singular linear Boltzmann equation (1.23):

81595 +V- nge + gQ 8@95
1 1
(8.1) = / Mg(v) (ga(Y’)((*v’ —V' = Q'rg) -ne)_
[0,Lq]xR2 «Q

— gE(Y)((év -V - Qré‘) . n@)i) dogdv

with Y = (X, V,0,Q) and Y’ = (X, V’,©,Q') and initial data go.

Constraint equation
From the uniform L* bound on g, (coming from the maximum principle), we deduce that
there is a function g such that up to extraction of a subsequence, for all times [0, 7],

ge — g weakly * in L>([0,T]; T? x R? x S x R),

as €, — 0. Multiplying (8.1) by £/a and taking limits in the sense of distributions, we get
Q0eg =0,
since ¢ < a3. This implies that g must satisfy
g:=g(t,X,V,Q).

Averaged evolution equation
We then integrate (8.1) with respect to ©, which provides

1
8t/g5d@+V-VX/g€d@ = /d@ Mg(v)
a [0,Lo]xR2
1
(82) (ga(t, X, V' e,Q) ((av/ — V' - Qg ne)_

1
— (X, V,0,0) (v — V — rg) - n@)_) dogdv .
o
This is our starting point to derive the limiting equation in the limit €, — 0.

8.2. The ¢, — 0 limit. To investigate the joint limit £, &« — 0, we use a weak formulation
of the collision operator. Let ¢ = ¢(X,V,Q) be a test function with compact support and
let us compute
1 1
F.=— /daaddeMg(v)MgJ(V, Q) (gg(t,X, V50,9 ((=v -V - Ord) ‘ne)_
@

o
1
— gt X,V.0,Q) (S0 =V — ) -ne) ) @(X, V. 9).
By a change of variables using the conservation of energy we find

1
F = /doaddeMﬁ(v)MB,I(V, )g:(t, X,V,0,Q)

«
1

X (@(Xa V/a QI) - @(Xa V7 Q)) ((av -V- QT(Jé) : n@)_
Defining

(8.3)  ba(v,V,Q):=(v—aV —arg) ne and be_(v,V,Q):= —inf {0,b4(v,V,9Q)},
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we have
F. = % /do’addeMﬁ(v)MﬁJ(V, 2)g:(t, X,V,0,0)
(8.4) x (e(X, V', Q) — o(X,V,Q))ba—(v,V,Q).
The idea is now to use cancellations on the right-hand side. Recalling, as stated in (1.14),
that the tangential part of V is constant through the scattering and
2c

2a
by and Q' =Q+ ———(re ng)ba
A+1 o * (A+ 1)I(r® o)

V-ng =V -ne+

we find that
P(X, V', Q) —p(X,V,Q)
2a 2

= : XV, Q)+ —— ng X,V,Q
A T 1ba (TL@ VV)()O( 7V7 ) + (A 4 1)Ib0£(r@ n@)aﬂw( 7V7 )
20

b2 (ne - Vv)? (X, V,Q
+<A+1)Qbo¢(n® VV) 90( Vv, )+
L4

(A+1)21

202
mbi(re -ng)20%p(X,V,Q)

balre - ng)(ne - Vv)ap(X, V, Q) + 0(a’6 | ¢llws.e) -
Notice that
(85)  —bax bo =~ (0-n6)2 +2(v-me)_(V +0rb) -no + O(allVI + 9)),
and that

b2 X b = (v-n6)> +O(a(|V] + Q| + [v])*) .

We also note that A = O(a?), so we can neglect its contribution. We therefore can write
(P V) — (X, V, ) bac (0, V,0)
= (- %(v n)” +4(v-ne)~(V +0rg) -no ) (ne - Vv +1~re - nbik) p(X,V,9)
+2(v-ne)? ((n@ V)2 T2 -nt)203 + 2T e - ng(ne - VV)89>Q0(X, V,Q)

+O0(allgllwse (V] + 1] + [w])*).

We therefore find
(8.6)

F, = 2/daadde Mpg(v)Mpa 1 (V,2) g(t, X, V,0,0Q)

1
X ( — —(v-ne)2(ne - Vy + I 're - ngda)p(X,V,Q)
+2(v-ne)_(V+Qrd) - ne (ne - Vy + Ilre - néag)gp(X, V. Q)
+ (v-ne)? ((ne - Vv)? + I2(re - n§)*0f + 21 "o - n(ne - Vi) ) (X, V.0) ).

Q

up to terms of order O(«). The following identities hold for any unit vector e € S
1\ 12 )
/MB(U)(U . e)id’l) = (W) s /MB(/U)('U . e)idv — % ,
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They imply that the velocity v in (8.6) can be integrated out. Furthermore, the terms in the
second line of (8.6) cancel thanks to the relation

Lo
/ n-edo, = V.edr =0,
0 N
(8.8) L
/ rtndo, = V-(@rt)dr=0.
0 Yo

Thus only the terms of order O(1) remain:
P2 / Ao dvdY Ms(v) M1 (V, Q) g.(t, X, V, 0, Q)
X (2(1} ng)—(V+Qrg) -ne (ne-Vy +1'rg- né@g)go(X, V, Q)
+ (v- n@)?l ((n@ . VV)2 + 172(7"@ . né)Qaé + 2 rg - né(n@ . VV)E)Q)cp(X, V,Q)

+O(allpllws.e) -

Let us introduce the notation (as in ])

ne ®nedo, = ReNaRe ,

—~
0
Ne)

~—
i

daa ,

/ re - n@n@daa = Reol',,

and notice that NV, (©) and T',(0) both converge strongly, when a tends to 0, to

L
N(@) = / ng ® nodo = R@NR@ ,
0
L
r'(e) :_/ re - ngneds = Rel’,
0

L
and K, converges to K := / (r - nt)2do, where L is the perimeter of X.
0
Using (8.7), F. can be rewritten

1/2
F = <8ﬁ> /dYMB,I(Va 2)ge(t, X, V,0,0)

s

< (V- Nal©) + OTa(0)) - Vyp(X, V, Q) + I7H(V - Ta(6) + K)o X, V. )
+ ;(VV Nal(€) - Ty + 1Ko + 217 00V T (0))o(X. V. )
+ O(al@llwsco llgellz=) -

Note that the remainder converges to 0 as €, a tend to 0 since we have a uniform L*° bound
on ge.

Convergence to the Fokker-Planck equation
We turn now to the joint limit €, — 0 with € < a. From the weak-x convergence

ge — g with g=9(t,X,V,Q)



THE ORNSTEIN-UHLENBECK PROCESS FOR A MASSIVE PARTICLE IN A RARIFIED GAS 37
and the strong convergence of NV, (0) and I',(O) we immediately deduce that
8t/ggd@+V‘VX/ggd®—>8tg+V-VXg

in the sense of distributions.
For any test function ¢ = ¢(X,V,Q)

1/2
F,— <8ﬁ> /dXdeV Mﬂ,[(‘/, Q)g(t,X, ‘/,Q)
7T

L
% (FV - Vre(X, V,0) + KT 000p(X, V.0)
82
Integrating with respect to © and then integrating by parts in V, (), we finally get that

Ay + I2K82)p(X, V, Q)) .

g\ 1/2
3tg+V'ng=<w> Ly,

where the diffusion operator (1.24) is given by

1,L K L K
= (ZAy + Z03) — =V - Vy — =Q0q.
L 6(2 V+I289) 2V Vv 7 Oq
Note indeed that £ is symmetric in the space L*(Mg 1(V,Q)dVdS)). This concludes the proof
of Theorem 1.2. O

9. CONVERGENCE TO THE ORNSTEIN-UHLENBECK PROCESS

We are going to study the path fluctuations and derive Theorem 1.3. Throughout this
section, the limit N — oo refers to the joint limit N — oco,e — 0 and o — 0 in the

1/4
Boltzmann-Grad scaling Ne = 1 with a > (m) .

To prove the convergence of the process = to W, we will proceed as in [3] and check

e the convergence of the time marginals forany 0 <7 < --- <7, < T
(91 Jim Eagy, (7 (E) - he(E(m) ) = E(h (W) - he(W(7) )

where {hi,...,hs} is a collection of continuous functions in R? x R.
e the tightness of the sequence, that is

. i i = —= > =0.
(9.2) vE>0,  lim lim Pag, fg}%‘ (0) =E(r)| 2¢| =0
T€|(0,

The linear Boltzmann equation (1.23) is associated with a stochastic process Z(t) which
converges to WW. Thus it is enough to prove that the mechanical process = is close to the
stochastic process = for an appropriate coupling.

By construction, the position is given by

thus we deduce from the convergence in law of the velocity that in the limit, the process is a
Langevin process (1.26).
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9.1. Auxiliary Markov process. We first define the stochastic process associated with
the linear Boltzmann equation (1.23). The Markov process Y (t) = (X (), O(¢), V (1), Q(t)) is
characterized by the generator

9:3)  Tap(Y)=-V -Vxo(Y) - %Qaecp(Y)

1

* a /[O,La]x]RQ Mis(v) (cp(Y/) - ‘P(Y)> ((& -V - QR@TL) . R@n)_ do,dv

with Y = (X,0,V,Q) and Y’ = (X,0, V', Q). The dependency of the process Y on a and
is omitted in the notation. Note that the dependency in © will average out in the limit,
so that asymptotically it is enough to consider the process Z(t) = (V(¢),Q(t)). The (X,0)
dependency has been kept for later purposes, but it does not influence the evolution of Z as
the stochastic dynamics model a rigid body in a uniformly distributed ideal gas. It is proved
in Lemma A.1 that the invariant measure associated with the process Y is given by

_ 1
s
Note that the position X and the angle © are uniformly distributed in T? x S under M, 8.1

Lemma 9.1. Fiz T' > 0 and consider the Markov chain Y on [0,T] starting from Mg .
Then the stochastic process Z(t) = (V (t),§2(t)) converges in law to W in [0,T] in the joint
limit ¢ — 0 and o — 0 with o* log |loge| > 1.

This is the analogue to the convergence Theorem 1.3 for the process Y. The proof relies on
the martingale approach which is standard to establish the convergence of stochastic processes
(see [12]). A similar convergence was derived in [11] but in our case the fast rotation leads
to some degeneracy, thus we sketch the proof below for convenience.

Proof. The limiting diffusion W can be identified as the unique solution of the martingale
problem, i.e. for any test function ¢ in C?(R? x R)

t
e(W()) — a/o Lo(W(s))ds
is a martingale and the generator £ was introduced in (1.24)

_ 1

L K
ﬁ(5

L K 8\ /2
2 : _
To prove the convergence, we will first show that the distributions of the trajectories of =
are tight in the Skorokhod space D([0,T1]), then we identify the limiting distribution as the
unique solution of the martingale problem.

L

Step 1. Tightness.
From Aldous’ criterion (see [2], Theorem 16.10), the tightness of the sequence (9.2) boils
down to proving the following assertion

9.4 VE > 0, lim limsup sup Py Eu+T)-ZE(T)|>¢) =0,
(9.4) ¢ li limsup sup Pag,, (Sl +7) =7 > )
0<u<n

where the supremum is taken over any stopping time 7 in [0, 7] and by abuse of notation u+7
stands for inf{u 4+ 7,7T}. The stopping times are measurable with respect to the filtration
associated with the random kicks.
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Since Y is a Markov process with generator T, defined in (9.3), we know that

(9.5) M(t) = 9(V (1) — 9(7(0)) - / Top (¥ (5))ds

is a martingale for any test function . We start by estimating the fluctuations of V and
applying identity (9.5) to (YY) =V, we deduce from (1.14) that

/ds/[OLa]X]R2 v)(V'(s) = V(s))ba— doadv

/ds/ Mpg(v)n ()1 2 b X b dogdv .
[0,Lo] xR2 aA+

<j I

M(t) = V(1)

I
<|

From relation (8.5)

1 1 _ _ _ _
—ba X ba— = —(v-ng)2 —2(v-ng)—(V +WU5) -ng + O(a(V]*+ 1)),

a a
we get

V(t)—V(0) =M
(9.6) —4/ ds/[OL ><R2 (V)ng ) (v n@(s))_(‘_/(s) —i—Q(s)ré}(s)) Mg (s) doadv

[/ 2
+a/ ds/OLa]XRQ Ms(@)O([7 ()2 + [9(s)[?) doadv,

where we integrated in v the first term (v - ng)? and the corrections from the factor A ~ a?
have been added to the error term. We finally obtain for any £ > 0

]P)MBI(’VT—'_U) ( )’>€>
0.7) < By, (MT+0) - M(T)| > /2

T+u B 3 ) _ B )
Py, ( /T dsO(V ()] + V() + 12(s)| + [2(s)]) > 5/2) ,

where the last probability is an upper bound on the fluctuations of the last two terms in (9.6).
This probability can be easily bounded by using a Chebyshev estimate and the time invariance
of the measure M, 3,1- We treat only one term for simplicity. Let C' be a large enough constant
and choose n < ¢/(2C). As u <1, we get

T+u N T _
08 B, ([ aslV@Ize) <Pu, ([ VO > S
T 0 2

oT _
S ¢ Bt (’V|1{\V|20}) :

The last term vanishes when C' tends to infinity so that the probability also vanishes when 7
tends to 0 (for any given £ > 0).

Finally, we will prove that

lim limsup sup Py . (|M(’T+ u) — M(T)‘ >¢) =
n—=0 q,e—0 o T A,
<u<n
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By the Chebyshev estimate and the martingale property, we get

Par,, (MO +0) = M(T)| 2 ) < G, (MT +0) - MT))?)

(9.9) < ;EMW (MT + 02— M(T?).

For the martingale M defined by (9.5), we know that

t s M(t)? - /Ot [7:1902 - 2@%@} (Y(s))ds

is also a martingale and furthermore

1 2

[Tap? = 2¢Tap)(Y) = = /[OL - Mg (v) (@(Y’)—w(f/)> (= =V —QRei) - Ron) _ doadu.

(6 (6

Thus inequality (9.9) can be rewritten (with ¢(Y) =V)

P, , (|M(T +u) = M(T)| > €)

< g ([0 M0 (V)= V) b0V (0. 200 )

1 T+u _
< gEMM([r ds/[OL . M (v)b2 X ba_(v, V(s), (s))daadv>.
b « ><

This last term can be estimated as in (9.8).

The derivation of (9.4) can be completed by following the same proof to control the fluc-
tuations of 2.

Step 2. Martingale problem.

Consider a collection of times 0 < 71 < --- < 7y < s < t in [0,7] and a collection of
continuous functions {hi,...,h,} in R? x R. For any a,¢, the martingale relation (9.5)
implies that for any ¢ in C?(R? x R)

[1h

(9.10) EMB’I<}L1(E(7'1))---}L£( (Te))(@(E(t))—w(E(S))—/ an(é(u))du)> =0.

A Taylor expansion at second order as in Section 8.2 implies that any limiting distribu-
tion E’]‘% , will be a solution of the martingale problem as

(9.11) Ef, (hl(é(n)) () (9(E() — 0(E(s)) —/ E@(E(U))du)) =0.

To derive the limit above, one can consider the process Y starting at time s from the weighted
measure J.(s) defined for any test function ¥ by

[1h

/ga(s,y)\p(y)dy =E},, <h1(§(n)) b (n))\p(?(s))> ,

and then apply the arguments of Section 8.2. This completes the proof of Lemma 9.1 for the
convergence in law of the process to W. O
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9.2. Comparison with the truncated process. The coupling between the mechanical
process = and the stochastic process = will be achieved indirectly by considering a coupling
between the truncated processes which are defined next.

We first introduce Y T(¢) the analogue of the process ¥ with an additional killing term : the
truncated stochastic process YT(t) = (XT(¢),07(t), VI(t), Qf(t)) is defined by the generator

Qo 1
(9.12) Tig: =V -Vxga+ gfw@g + S /[0 R Mp(v)1(4.4)(1(3.1)3.29(Y") — g(Y))

X ((év -V- Qré) -ne)_ dogdv.

We set as well Zf(¢) = (VT(¢),Qf()). The rigid body in the mechanical process with a killing
term, as introduced in (3.7), will be denoted by YT(t) = (XT(¢),01(t), Vi(t),Qf(t)). We
define also =f = (V1, Q).

Fix T > 0. Using Proposition 3.2, the processes Y and YT can be coupled with high
probability

(9.13) lim Puy, , x (Elt <T, Y(t)# YT(t)) ~0.

£,a—

In the same way, as shown in Lemma A.2, the processes Y and YT coincide asymptotically, on
the time interval [0, 7], when a tends to 0. Thus Lemma 9.1 implies that the time marginals
of 2t converge to those of a brownian motion

(9.14) a,lggoEMW <h1 (ET(ﬁ)) e hg(éVTg))) = E<h1 (W(m1)) ... he (W(U))) ;

The tightness criterion (9.2) holds also for Zf.

As a consequence of the previous results, it will be enough to compare the laws of =t
and Zf in order to complete the derivation of (9.1) and (9.2).

9.3. Convergence of the time marginals. In this section, we are going to show that
9.15)  lim Eyy,  (ha(ENm) - he(EN () = Bagy g (P (EN (1)) - he(BH () ) = 0.

To do this, we will follow the same argument as in [3] and reduce the limit (9.15) to a
comparison of the BBGKY and Boltzmann hierarchies.
Step 1: Time marginals and iterated Duhamel formula.

The density of the Markov process YT is given by f;l) = ]\7[57 1 e where g. follows the
linear Boltzmann equation (A.4). More generally, the evolution of the killed Markov process
is related to the Boltzmann hierarchy (4.1) starting from the initial data (2.15)

s—1
Vs> 1 J§Y, Zoa) = go(V)Mp (V) T Ma(vi)
=1

In particular, a representation similar to (2.11) holds for the Markov process Y(¢)

(9.16) Exi,,, (1 (&) . he(EH () ) = / 4y ho(V, ) FY), (7, V),

where Y = (X,0,V,Q) stands for the position of the Markov process at time ¢, and the
modified distribution can be rewritten in terms of Duhamel series as in (2.12)
oo
-1 _ _
F (7, Y) = ) RN /AR ) VERTo) U C T IR ) TRPR
ety =0

=+ F(14+mi4-4mp_q)
(9-17) Q1+m1+~~-+mz_271+m1+'“+me—1(Tl)fo 1 o
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Many cancelations occur in the series above and the only relevant collision trees are made of
a single backbone formed by the pseudo-trajectory associated with the Markov process with
a new branch at each deflection.

Step 2. Comparison of the finite dimensional marginals.

We complete now the derivation of (9.15) by comparing term by term the series (2.11) and
(9.17). Suppose now that the collection of functions h; are bounded. Thanks to this uniform
bound on the weights of the collision trees, the pruning procedure applies also in this case
and enables us to restrict to trees with at most 25+1 collisions during the time interval [0, T'.
Furthermore, for collision trees of size less than 25+, the arguments of Section 6.2 apply and
recollisions can be neglected. When no recollision occurs, the pseudo-trajectories associated
with f}vlL H, and lelzle are close to each other and in particular the pseudo trajectory of
the rigid body coincides with the one associated with the Markov process. Thus the weights
Hle hi(E¥(r;)) and Hle hi(E7(7;)) are identical and the series (2.11) and (9.17) can be
compared in the same way as in (1.22)

: 7(1) 7(1)
]\}E}noo HfN—&-l,Hg (7e) — fem, (TZ)HLoo([o,T];Ll(T2xR2xsxR)) 0.

This completes the proof of (9.15).

9.4. Tightness of the process. We have already derived the counterpart of (9.2) for the
limiting process. Indeed, Aldous’ criterion (9.4) (see [2], Theorem 16.10) implies that for
any £ > 0

lim lim sup Py sup |[Ef(r) —Ef(0)|>¢| =0.
=0 a,e—0 M.z IT—o|<n | ( ) ( )’
T€[0,T]
Using Proposition 2.4, the probability of the above event can be rewritten in terms of Duhamel

series. Comparing both hierarchies, we deduce (9.2) for the deterministic dynamics from (9.4).

Theorem 1.3 is proved. O

10. CONCLUSION AND OPEN PROBLEM

As already mentioned, the main mathematical novelty in this paper is the control of patho-
logical dynamics by computing directly the probability of these events under the invariant
measure. We hope that this strategy will be useful in other situations, for instance to control
multiple recollisions in the linearized setting (see [4]). This technique also gives a corre-
spondence between real trajectories of tagged particles and pseudo-trajectories coming from
the iterated Duhamel formula, which could be used to track the correlations, and maybe to
obtain stronger convergence results (such as entropic convergence).

From the physical point of view, the main flaws of our study is that the system is two
dimensional, and that the rigid body, although bigger than the atom, cannot be macroscopic.

In 3 dimensions, the dynamics is much more complicated since the rotation of the rigid
body has two degrees of freedom and the matrix of inertia is not constant (it oscillates with
the rotation). On the other hand, the moment of inertia scales as (¢/a)?, so there is as in the
2D case a very fast rotation. Because of this fast rotation, we have an averaging effect and the
rigid body behaves actually as its spherical envelope. In the limit, we completely lose track
of the rotation and of the geometry. This singular regime does not exists if the size of the
rigid body does not vanish with € (see [11]). Ideally we would like to deal with a macroscopic
convex body. Then we expect that it will undergo typically O(N) collisions per unit of time,
which corresponds to a mean field regime. In particular, we expect a macroscopic part of
the atoms to see the rigid body, so that recollisions - as defined in the present paper - will
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occur with a non negligible probability. We have therefore to take into account the fact that
the dynamics of the rigid body depends weakly on the atoms (deflections are infinitesimal),
and to have a different treatment for the atom-rigid body interactions and for the atom-atom
collisions.

APPENDIX A. A PRIORI AND STABILITY ESTIMATES FOR THE BOLTZMANN EQUATION

A.1. Symmetries of the collision operator and maximum principle. The linear Boltz-
mann equation

atgs = 7:;95
Tag:=-V Vxg— %Qaeg
(A1) 1/ M y! l/_ "k .
S s MO (OG0 =V = r5) )

- Q(Y)((év -V - Qré‘) . ne)_) doadv

can be interpreted as the evolution of the density of the Markov process defined in (9.3).
Note that, unlike in the usual Boltzmann equation for hard spheres, the collision operator
describing the interaction with a non symmetric rigid body is not self-adjoint.

Lemma A.1. The adjoint of the operator T with respect to the measure ]\7[571 = iM,B,I 18
given by

(A.2) Tog =V -Vxg+ gaa@g

+1/ Mj(0) (g(Y") = 9(¥)) ((
[0,Lo]xR2

«

1
—v-=V - Q?“J@') . n@)_ dogdv .

«

It is therefore associated with the Markov process Y (t) = (X (t),0(t), V(t),Q(t)) introduced
in (9.3). The measure Mpg 1 is invariant for this process.

Proof. For a given ng, the map I'(V,Q,v) := (V/,Q/,v') is an involution, thus using the
change of variable I'"!, we deduce that for any function h

1
/[OL . Mpg(v)Mpg 1 (V, Q)Q(Yf)h(Y)((aq/ — V' —rE) ne)  doadvdVdQ)
Lo X

(A.3) = / . Mg(v')MBJ(V', 2g(Y)h(Y') ((év —— Qré) . n@)_ doodv'dV'dSY
[0,Lo]xR

_ /[O s Mpg(v)Mp 1 (V, Q)g(Y)h(y')((év —V =) ne)  doadvdVdS,
s La|X

where we used that the kinetic energy is conserved by the elastic collisions and therefore the
Maxwellian is preserved. This identity implies that the adjoint collision operator with respect
to Mg has the form (A.2). As a consequence, the measure Mg s is invariant. This proves
Lemma A.1. O
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A.2. Convergence of the truncated Boltzmann equation: proof of Proposition 4.1.
We now consider a solution of the truncated Boltzmann equation
Qge = Td™5e
e
T"g = -V Vxg - ey

A4 1 1
(&4) +— / Mpg(v) (1(3.1)(3.2)9(3//)((*”/ —V' = Q'rg) -ne) _
& J[0,Lo]xR2

«

1
~Lang(¥V)(Cv—V = rb) -ne) ) doad.
This equation describes the density evolution of the Markov process introduced in (9.12).

Lemma A.2. The operator TT defined in (9.12) is the adjoint of ’7'T *. The killed process Y1
defined by the generator T hardly differs from the process Y(t) = (X(t),0(t),V(t),Qt). In

particular, on any time interval [0,T], both processes can be coupled with large probability so
that

(A.5) PR, V() #£YI(0) < Ca®,

where P stands Jor the joint measure of the coupled processes. In this coupling, both processes
start from the same initial data sampled from the measure Mg .

This lemma is the counterpart of Proposition 3.2 which allowed to compare the gas dy-
namics to the killed dynamics. The strategy is identical, indeed both trajectories coincide
if none of the events (3.1), (3.2) or (4.4) is encountered, thus it is enough to evaluate the
probability of the occurence of any of these events.

Proof. To compute the adjoint (9.12), we first use the same change of variables as in (A.3). We
also use the fact that conditions (3.1), (3.2) are symmetric with respect to the variables (v, V')
and (v, V') so that the adjoint reads

Tag=V - Vxg+ =Qdeg
; Moot V)g(¥)((Zv—V — g
+ a [0, L] XR2 B(U)< (3‘1)(3.2)( )g( )((av —V —Qrg) 'ne)_

1
- 1(4.4)9(Y)((av -V -rg) - n@)f) doadv .

As (3.1), (3.2) imply (4.4), the indicator function can be factorized leading to the expres-
sion (9.12) for the adjoint.

To prove (A.5), we are going to build a coupling of the processes Y, YT. Both processes
start with the same initial data and have the same updates up to the collision time such
that (3.1) or (3.2) no longer hold.

First of all, recall that the analysis of the atom-rigid body interaction in Section 3.1 shows
that if (v, V,Q,n,©) does not satisfy (4.4), then one of the following conditions is violated

(A.6) 9/ <|logal, V| <|logal,
202 |1 N 5
(A.7) \V’—V\:A_i_l‘(av—V—Qr@)WL@‘Za+’7

(A.8) lv—aV|>a?3,

Since the measure M, 3.1 is invariant for the process Y, we can proceed as in the first step
of the proof of Proposition 3.2 and show that with probability much larger than 1 — a7 the
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process Y will remain in the set
1 1
(A.9) {1/ < 3llogal, V| < ,llogal}

during the time interval [0, T]. The initial data of both processes will also belong to this set.
The process Y is obtained by drawing random times with update rates bounded by
1 1 c
sup / Ms(v)((—v =V = Qrg) -ne)_ dogdv < —
VIIQI<|logal/2 ¢ J[0,La]xR? @ o
for some constant ¢ > 0, i.e. by a Poisson process with rate ¢/a?. For the process Y, the
probability density to change from a configuration (V, ) into (V’,€') is given by

Mpg(v) ((v —aV — aQré—) . ne)_

/[0 o Ma(v)((v—aV — aQré‘) ng)_ dogdv
bl [e% ><

The probability of violating the event (A.7) under this measure is bounded by a?*27 thanks

to the following estimate
147

a 1
/ udu = —aT21.
0 2

The probability of violating the event (A.8) is bounded by a?*37. Combining the previous
estimates, we deduce that the coupling fails with a probability less than

P(Ht <T, Y(t)# YT(t)) < Ca?".
This concludes the proof of Lemma A.2. O

Proposition 4.1 can be deduced from the previous analysis. Indeed since . is the density
of a Markov chain, the maximum principle holds. This leads to the uniform bound

||§E||L°°(]R+ xR xSxR) < Co.

The previous bound can also be understood by using duality and then applying the maximum
principle for the operator (9.12). Finally, the difference

1Mg.1(ge — Ge)ll oo (j0,77, 11 (RéxSxR)) < O™
can be deduced from (A.5) by applying the inequality at any given time ¢ < 7.
Proposition 4.1 is proved. O

APPENDIX B. TECHNICAL ESTIMATES

In this section, we collect some estimates that were used in the core of the proof of the
main theorem: Paragraph B.1 is devoted to the proof of some rather well-known continuity
bounds on the collision integrals, and finally an estimate showing the convergence of the
initial data is provided in Paragraph B.2.

B.1. Continuity estimates. The following proposition is a precised version of Proposi-
tion 2.2.

Proposition B.1. There is a constant C1 = C1(B,I) such that for all s,n € N* and all h,t >
0, the operators |Q| satisfy the following continuity estimates:

S C t
|Q1,s(t) (ML(?}N) = <71

s—1
a2) Msg/4.1
sin Cl n+s—1 s—1in
Qual () Qe ) (M) < (5) 7 # 7 R My
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Similar estimates hold for |Q|, |Q'| and |QT].
Sketch of proof. The estimate is simply obtained from the fact that the transport operators
preserve the Gibbs measures, along with the continuity of the elementary collision operators :

e the transport operators satisfy the identities

Sr(t)Ma k-1 = Mg 1.

e the collision operators satisfy the following bounds in the Boltzmann-Grad scal-
ing Ne =1 (see [13])

1
1Crkr1|Mp 1k < Ca_l(k‘ﬁ_Q + Z |Ui|)Mﬁ,I,k:—1a

1<i<k
_ _1
|Dipsa| Mg < Ca™ ((@28)7% + [V + |9]) M1 1,
almost everywhere. Note that we choose not to track the dependence on [ in the

estimates as contrary to the factor 8 there is no loss in this parameter.

Estimating the operator |Qs s4n|(h) follows from piling together those inequalities (dis-
tributing the exponential weight evenly on each occurence of a collision term). For the
collision operator involving the rigid body, we write

p Cn
(VI 190) exp (= (VI +192)) <[5

For the atoms, we notice that by the Cauchy-Schwarz inequality

2 3 i (= gif) < (7)) 2 fFuron (- )

(B.1) 1<i<k 1<i<k

1 <4nk)1/2 < 1 2
el T ayef
where the last inequality comes from the fact that k£ < s + n. Each collision operator gives
therefore at most a loss of C5~1/ 2a72(s 4+ n) together with a loss on the exponential weight,
while integration with respect to time provides a factor A" /n!. By Stirling’s formula, we have
(s+mn)"

n!

1/2

< (s+n),

«

+s

n
< exp <n log + n) <exp(s+n).

As a consequence, for 5/ < 3

Cgph\"
’Qs,s+n’(h)M6,I,s+n—l < 7 Mﬁ,[,s—l-
Proposition B.1 follows from this upper bound and the fact that M‘ES}N < C°Mpg - for
some C. ]

B.2. Convergence of the initial data. Let us prove the following result.

Proposition B.2. There is a constant C > 0 such that the following holds. For the initial
data fyy1,0 and (fés))szl given in (1.18) and (2.15), there holds as N — oo, and e,ac — 0 in
the scaling Ne = 1 with o > 5%,

s S s—1 € s—1
(780 = 87) 10:(, Ze)| < ©7 S5lgoll o My (V. )ME D (Vi)



THE ORNSTEIN-UHLENBECK PROCESS FOR A MASSIVE PARTICLE IN A RARIFIED GAS 47

Proof. The proof is very similar to the proof of Proposition 3.3 in [13], and it is an obvious
consequence of the following estimate

— _1 £ _
(B.2) ’ (M[gf}’N — MM 1)) 1ps (Y, ZH)‘ < O S MV, )MV (V)

which we shall now prove.
1
Let us start by proving, as in [13], that in the scaling Ne = 1, with o > €2,

(B.3) 1< Zy' 2y < (1-Ce) .
The first inequality is due to the immediate upper bound
ZN < ZN_s.
Let us prove the second inequality. We have by definition
Zop1 1= / ( 11 1|:ci—xj\>a> ( 11 1d(:cg,X+§R@Ea)>0> dXsp1dX .
1<izj<s+1 1<0<s+1

By Fubini’s equality, we deduce

Zgi1 =/ /11*2( H 1|zi—xs+1|>5) Li(ai1,X+2 Ro¥a)>0 ATst1 ( H l‘xi—$j|>5)

1<i<s 1<i#j<s
X( H 1d(mg,X+§R@Ea)>0> dXSdX .
1<l<s
One has
2 £)?2
- ( H 1|xifxs+1|>£> Li(zg11,X+£Ro%a)>0 dTsy1 > 1 — [ Kse” 4 Cy <a> ;

1<i<s
where & is the volume of the unit ball and C, the volume of 3. Since as @ — 0, C,, converges

to the volume of X, we deduce from the fact that a > 5%, s < N and the scaling Ne =1 the
lower bound as N — oo and €, — 0:

Ze1 > Z5(1 = Ce).
This implies by induction
Zn > Zy_s(1-Ce)’
and proves (B.3). Now writing
dZs Ny = dzs...dzN ,

we compute for s < N

S 15 — s—1
M) (Y, Zo1) = Z32 200 i) (Y, Zoo1) s (Y, Zoo1) M (V)M ™D (Vi)

Zsn (Y, Zs—1) :Z/( H 1|zrxj\>e)( H 1\xi/71j/\>5)

s<i£j<N iI<s—1<j’

where

N

X (H ld(wg,X+§R@Ea)>0> dX (s Ny -
l=s

We deduce that
(ME) (V. Zor) = Mg s (V)MFC™D (Vi) )1 (Y, Zom) = M (V)ME D (Vi)

x 1ps (Y, Zs_1) ( ZN (Y, Zor) — 1) ,
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Next defining

szerl ::/ H 1\xiij|>z-: dX(s,N) and
s<iFJSN

N
Zé)&]\[)(yva Zsfl) = Z/ (]'CCZEX-F%R@ED‘) H 1|aci/—zj/|>€ H 1|aci—zj\>5 dX(s,N)
l=s

i'<s—1<j’ s<i#j<N
N
+ § / 1|zi/7$j/|§€ H 1|"Ei71’j|>€ H 1d(x¢,X+§R@Ea)>O dX(s,N) ’
i <s—1<j’ s<iAj<N (=5

we have
ZN-or1 2 Zen)(Yy Ze1) 2 Zvsi1 — Zlony (Vs Zoon) -

It remains to prove that Zy' Zy_s41 = 14+ O0(¢/a?) and ZK,IZ(bS N)(Y, Zs 1) =0(g/a?). We

recall that as proved in [13], in the scaling Ne = 1, there holds
1> 21> Z,(1-Ce),
So on the one hand Zn_411 < ZN—5+1, and

ZN-s+1 2 / H 1|mi—a3j\>e dX(s,N)dX
s<iFEJSN

N
- Z/ <1xgeX+§R@Ea> T ioayme dXem
l=s s<i#j<N
_ 52 _
> ZN—S+1 + O((N — s+ 1)$ZN—S>
= 9
> ZN-s+1 (1 + O(@)) :
Thus
= 3
En-st1 = En-s1(14+0(5)).
Then
15 _ e
23 Zy-or1 = 25 En—ona (14 0(5))
so thanks to (B.3) we find
- €
22N s =1+ O(ﬁ + C%).

Finally to conclude the proof we notice that
2

_ € _
0< 22, (Y, Zso) < c((N — s+ 1)+ (s - (N - S)EQ)ZN_S
SO again
— > € S
ZY 2 (Y, Ze) = O(—5 +C%).
The result follows. 0

APPENDIX C. TECHNICAL GEOMETRICAL RESULTS

In this section, we provide, in Paragraph C.1, a few geometrical computations useful for
the study of recollisions. We also justify in Paragraph C.2 the collision laws stated in (1.8).
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C.1. Pre-images of rectangles by scattering. In the proof of Proposition 6.5, there is a
need to translate the condition that outgoing velocities belong to some given set (typically
a rectangle) into a condition on the incoming velocity and deflection angle (which are the
integration parameters).

We first consider the case of a collision involving two atoms and start by recalling Carle-
man’s parametrization which relies on the following representation of the scattering:

=v* — (v —0) v

/
*
=04 (v —0) - vUr,

S <

(C.1) (v*,v*) € R? ><S»—>{

where (v/,v}) belong to the set C defined by
C = {(u',v;) ERZxR2/ (v —7)- () —7) = o}.

This map sends the measure |(v* —7) - v*| dv*dv* on the measure dv'dS(v),), where dS is the
Lebesgue measure on the line orthogonal to (v' — ©) passing through .

Using Carleman’s parametrization the following control on the scattering has been derived
in [4].

Lemma C.1. Let R be a rectangle with sides of length 6,0, then

(C.2) / Liyer or wery |(v° —0) - v*| dv*dv* < CR?min(5,0')(|logd| + |log&'| + 1) .
BRXS

We refer to [4] for a proof. We are now going to extend this result to the case of a collision
between an atom and the rigid body (see Lemma C.1). We use the following notation: the
collision takes place at a point of arc-length v* and we denote by ng = Regn the corresponding
unit outward normal at that point (on the rotated rigid body) and by r¢ = Rer the vector
joining the center of mass G to the impact point P after rotation and rescaling. Finally the
velocities at collision are given by

2
v —aV =0v* —aV + (aVp —v") -ngne
A+1
(C.3) / %,
1% —V:A+1(an—U ) -nene,

with Vp :=V + Qrg.
Lemma C.2. Let R be a rectangle with sides of length 6,0, then
/ Livier or very |(0° — aVp) - ne| dv*dv*
BRX[O,LOJ

2 fA+1)2
_CR (;) min(5, ) (| log 5] + | log | + 1) .
(6%

Rmin

Proof. The first step of the proof consists in deriving a counterpart of Carleman’s parametriza-
tion (C.1) by finding a change of measure from (v*,v*) to (V’/,v’). We start by projecting v*
onto né and ng: this gives
dv* = d(v* - ne)d(v* - ng)
and then by translation invariance we can write
dv* = d((v* — aVp) - ng)d((v* —aV) - ng).
The formulas (C.3) then give

A+1
:id

d*
v 2¢

(V= V(' —aV)-ng).
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Then we notice that
V' —V|d(|V' = V|)dng = d(V' — V) =dV’

and
2a

V' —V|=
| = a1

|(aVp —v") - ng|
so finally there holds

A+1)?
[(aVp = v") - ne|dnedv™ = <22> dV'dpay (v')

where du,y is the Lebesgue measure on the line orthogonal to ng passing through aV. It
follows that %KQVP —v*) - ng|dv*dne is mapped to dV'du,y (v'). Noticing that

dng = —k(V*)dv*,

where we recall that k() is the curvature of the boundary of ¥, at the point determined by
the arc-length v, the change of measure from dng to dv* has therefore jacobian x(v*)~!. So
finally we obtain

A+1)\2
(C.4) k()| (aVp — v*) - neldv*dv* = (;) dV'dpay (V') .

Now let us turn to the proof of the lemma, following the proof of Lemma C.1 which can be
found in [4]. Suppose &’ > §. Estimating the measure of the event {V’ € R} is straightforward
by the change of variable (C.4). Thus we are going to focus on the event {v' € R} and first
start by estimating the measure that v’ belongs to a small ball of given center, say w and
radius 0 > 0. This estimate will be used by covering the rectangle R by such small balls. We
distinguish two cases.

If |[w — V| < 4, meaning that «aV is itself in the same ball, then for any V' € Bpg, the
intersection between the small ball and the line oV + ]Rné is a segment, the length of which
is at most §. We therefore find

A+1)?
/1|v,w|S5}(v*—an)-n@|dv*dV*§ ¢ < + ) R%5.

Kmin 2c

If lw —aV| > 6, in order for the intersection between the ball and the line oV + Rng to be
non empty, we have the additional condition that oV’ — aV has to be in an angular sector
of size §/|w — aV'|. We therefore have

C [A+1\2 52
/1|v/w|§5 ‘(v* — an)-ne‘ dv*dv* < < + > R?

Kmin 20 lw — aV| ‘

Combining both estimates, we get finally

2
(C.5) /1v/w§5 |(v* — aVp) - ne| dv*dv* < ¢ <A + 1) R?§ min (1, L) .

Rmin 2a \w — aV|

Now let us prove Lemma C.2. We suppose to simplify that 6 < ¢’ < 1. We cover the
rectangle R into [¢'/d] balls of radius 24. Let w be the axis of the rectangle R and denote by
wg = wo + 0k w the centers of the balls which are indexed by the integer k € {0,...,[d'/d]}.
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Applying (C.5) to each ball, we get

[6'/4]
/IU,GR ‘(v* —aVp) - ng} dv*dv* < Z 1oy | <26 |(v* —aVp) - n@‘ dv*dv*
k=0
[6'/4]
C [(A+ 1)2 ) _ s
< R d min (7, 1),
Koanin < 2c kZ:O |lwg, — aV|
[6'/4]
A+1)° 5
< ( - ) P P
Kmin \ 200 Pt |lwg, — aV|+ 9
C [(A+1\* , 5
< 27\ R 5(1 o 1) ,
T Kmin < 2a ) og(5)+
where the log divergence in the last inequality follows by summing over k. This completes
the proof of the lemma. O

C.2. Collision laws. In this section we recall how relation (1.8) can be derived from the
collision invariants. First note that the collision produces a force in the normal direction ng.
Since this force is a Dirac mass in time this produces jump conditions. The momenta after
the collision become

(C.6) MV' —~ MV = —fng and md' —mi = fne,

where f, the amplitude of the force, is an unknown. When the impact is at the point £7eg
of £¥, the angular velocity changes as

(C.7) f@'—fﬂz—gfn@-rl = Q’—Q:—gff_ln@-rl.

As the atom is a sphere, its angular momentum is unchanged (the force f ng is collinear to the
direction between the center of the sphere and the collision point). Finally, the conservation
of the total energy provides a last equation
1 1.n 1 1an
(C.8) 5(m|f/12 + M|V'?) + 5m’2 = 5(my@|2 + M|V + 5192.
Since the angular momentum of the atoms is constant, it is not taken into account in the
energy conservation.
In order to determine (V’, €, f) from the previous equations, we first plug (C.6) and (C.7)
in (C.8) to identify f
2 2

14 ; © Qng -1y + L
~F(V o) + G + f(0me) + 5 — = = Qe 1) + - (

As f # 0, the solution is

2 .
E) I_l(n@ . rJ‘)2 =0.
a

where V' + %Qré is the velocity of the impact point in ¥ as defined in (1.3) and A is given
in (1.9). Since the force is in the normal direction, we get from (C.6) that the tangential
components are constant. The normal component and the angular momentum are deduced
by the value of f. This completes the derivation of the collision laws (1.8).
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