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In [BGSRS20c], a cluster expansion method has been developed to study the fluctuations of the hard sphere
dynamics around the Boltzmann equation. This method provides very precise controls on the exponential mo-
ments of the empirical measure from which the fluctuating Boltzmann equation and large deviation estimates
have been deduced.

The cluster expansion in [BGSRS20c] was implemented at the level of the BBGKY hierarchy which is a
standard tool to study the hard sphere gas dynamics [CIP94]. In this paper, we introduce a different approach
to derive the cluster expansion directly from real trajectories of the particle system. This alternative approach
allow us to recover the results obtained in [BGSRS20c] and it offers a fresh perspective on the study of the hard
sphere dynamics as it bypasses the standard Duhamel series expansion.
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I. INTRODUCTION

A gas dynamics can be modelled by a billiard made of hard spheres, moving according to the laws of classical mechanics.
Initially the spheres are randomly distributed according to a probability measure which is then transported by the flow of the
deterministic dynamics. For a dilute gas, it has been shown in the seminal work of Lanford [Lan75] that in the Boltzmann-
Grad limit, the gas density converges towards the Boltzmann equation (at least for a short time). This work triggered a wave
of developments [Spo12, CIP94, CGP97] including more recently quantitative convergence results and generalisations to the
case of compactly supported potentials [GST14, PSS14, PS17]. In all these studies, the starting point is to consider evolution
equations for the correlation functions which are finite dimensional projections of the probability distribution on all the particles.
Concretely, the k-particle correlation function Fk(t,(xi,vi)i≤k) describes the distribution at time t of k particles with positions
denoted by xi and velocities by vi. These correlation functions obey the well known BBGKY hierarchy which states that, due
to collisions, the evolution of the density of k particles depends on the density of k+1 particles. As a consequence, the density
of a typical particle does not follow an autonomous equation and a substantial amount of work is required to prove that the
correlation functions factorise in the Boltzmann-Grad limit and that the evolution equations can be closed with only the first
correlation function.

The equations of the BBGKY hierarchy are singular [Sim14, GST14] and it is more convenient mathematically to represent
the particle density in terms of iterated Duhamel series which provides a practical tool to detect collisions responsible for
memory and dynamical correlations. This series relates the density of a typical particle at time t to the initial random probability
measure by applying intertwined transport and collision operators. Ultimately this representation is studied by interpreting these
operators as integrals over pseudo-trajectories. As the goal of this paper is to bypass the iterated Duhamel representation, we
will not explain this setting in more detail and refer to [CIP94] for an introduction to this method. Let us simply stress, that
one possible disadvantage of the iterated Duhamel representation is that the microscopic dynamics is not used directly and the
analysis is carried out by constructing pseudo-trajectories which do not correspond to physical trajectories. The link between
BBGKY hierarchy and physical trajectories is indeed very indirect (see [Sim14]). Another feature of this hierarchical procedure
is that the pseudo-trajectories are time-oriented, and followed backwards up to the initial time; which may appear to be at
variance with the naive idea of a stochastic process.

In [BGSRS20c], the analysis of the correlation functions has been improved in order to control the fluctuations of the empirical
measure and not only its mean. The key feature is the computation of the precise asymptotics for the exponential moment of the
empirical measure. From this, several results can be derived, namely the fluctuating Boltzmann equation and the large deviations
for the hard sphere dynamics. We refer to [BGSRS20a] (and references therein) for a survey on these results and their physical
interpretation, including the relation with stochastic particle dynamics (Kac process).

Citer reference arxiv ICM ? ...

In this paper, we focus on the derivation of the asymptotics of the exponential moment and implement a different cluster
expansion approach from the one developed in [BGSRS20c]. Cluster expansion has a long history originating in statistical
mechanics, where it has been widely used to analyse Gibbs measures and the equilibrium behaviour of particle systems. Orig-
inally cluster expansion was designed to study gases in the low density regime and to establish thermodynamic relations in the
spirit of the Virial expansion (see e.g. [Rue99]). This powerful method was then applied to more general contexts provided
some relevant observables could be identified as weakly (or rarely) interacting. For example, for the Ising model in the phase
transition regime, the relevant observables are no longer the spins, but the spin contours which form a dilute gas of contours
at low temperature (see e.g. [FV17]). More recently, the theory was extended to an abstract framework covering continuous
particle systems and polymers at low density [PU09]. In this paper, we apply the cluster expansion on the hard sphere dynamics
and identify the relevant observables as the space/time clusters of particles interacting dynamically by collisions during a given
time interval [0,T ]. We show that for some time T > 0, the interactions are sufficiently rare so that the cluster expansion can
be implemented directly at the level of the particle trajectories, without relying on the standard Duhamel representation of the
BBGKY hierachy. This new method provides results of the same nature than the one derived in [BGSRS20c]. In particular,
we will show in Proposition III.3 that a correspondence between Theorem 6 of [BGSRS20c] and our new representation can be
established in the Boltzmann-Grad limit. The cluster expansion method replaces the (iterated) BBGKY hierarchy by a refined
combinatorial formula on (real) trajectories of the particle system. Compared to [BGSRS20c], this provides an alternative take
on the Boltzmann-Grad limit, with twofold interest: (i) a more direct link with physical trajectories; (ii) a representation of
observables in terms of a forward-in-time process, with randomness entering through the initial measure; see also [MT12] for
an approach sharing analogies with ours. This representation can be easier to follow for some readers, although it involves more
delicate combinatorics than the one discussed by Lanford to derive the Boltzmann equation. Indeed the cluster expansion is
tailored on the exponential moments containing a larger amount of information on the correlations; from which the validity of
the Boltzmann equation is obtained as a byproduct (see Section III B below).
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A. The model

We consider a microscopic model of identical hard spheres of unit mass and of diameter ε . The motion of N such hard spheres
is ruled by a system of ordinary differential equations, which are set in (Td ×Rd)N where Td = [0,1]d is the unit d-dimensional
periodic box with d ≥ 2: writing xε

i ∈Td for the position of the center of the particle labeled by i and vε
i ∈Rd for its velocity, one

has

dxε
i

dt
= vε

i ,
dvε

i

dt
= 0 as long as ∣xε

i (t)−xε
j(t)∣ > ε for 1 ≤ i ≠ j ≤N , (1)

with specular reflection at collisions, i.e. when ∣xε
i (t)−xε

j(t)∣ = ε

⎧⎪⎪⎨⎪⎪⎩

(vε
i )
′ ∶= vε

i −((vε
i −vε

j) ⋅ωωω)ωωω

(vε
j)
′ ∶= vε

j +((vε
i −vε

j) ⋅ωωω)ωωω
(2)

where ωωω = (xε
i (t)−xε

j(t))/ε is the unit vector pointing along the relative position at the collision time t. The collections of N
positions and velocities are denoted respectively by XN ∶= (x1, . . . ,xN) in TdN and VN ∶= (v1, . . . ,vN) in RdN , and we set ZN ∶=
(XN ,VN), with ZN = (z1, . . . ,zN), zi = (xi,vi). A set of N particles is characterized by a random variable Zε0

N = (zε0
1 , . . . ,zε0

N )
specifying the time-zero configuration in the phase space

Dε
N ∶= {ZN ∈ (Td ×Rd)N /∀i ≠ j , ∣xi−x j ∣ > ε} , (3)

and an evolution

t →Zε

N(t) = (zε

1(t), . . . ,zε
N(t)) , t > 0

according to the deterministic flow (1)-(2) (well defined almost surely under the Lebesgue measure [Ale75]).

The dynamics is deterministic, but the initial data are chosen randomly according to the grand canonical formalism described
below (see [Rue99] for details). The number of particles N is a random variable so that the initial measure is defined on the
phase space

Dε ∶= ⋃
N≥0
Dε

N

(notice that Dε
N = ∅ for N large due to the exclusion condition). Initially, the probability density of finding N particles with

configuration ZN is given by

1
N!

Mε
N(ZN) ∶= 1

Zε

µ
N
ε

N!
1Dε

N
(ZN)

N

∏
i=1

f 0(zi) , (4)

where the distribution of a single particle f 0 is a Lipschitz continuous function on Td ×Rd satisfying the following bound for
some constants β ,C0 > 0

∀z ∈Td ×Rd , f 0(z) ≤C0Mβ (v) with Mβ (v) ∶= 1

(2πβ) d
2

exp(−β
∣v∣2
2

) , (5)

and the partition function is given by

Zε ∶= 1+∑
N≥1

µ
N
ε

N! ∫(Td×Rd)N
1Dε

N
(ZN)

N

∏
i=1

f 0(zi)dZN . (6)

The probability of an event A with respect to the measure (4) will be denoted Pε(A), and Eε will be the expectation.
In the low density regime, referred to as the Boltzmann-Grad scaling, the density (average N ) is tuned by the parameter

µε ∶= ε
−(d−1), (7)

ensuring that the mean free path between collisions is of order one [Gra49]. Definition (4) implies that

lim
ε→0

µ
−1
ε Eε (N ) = 1.
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As mentioned earlier in the introduction, the key result originally derived by Lanford [Lan75] is the convergence of the first
correlation function to the solution of the Boltzmann equation with initial data f 0

⎧⎪⎪⎪⎨⎪⎪⎪⎩

∂t f +v ⋅∇x f =∫
Rd ∫Sd−1

( f (t,x,w′) f (t,x,v′)− f (t,x,w) f (t,x,v))((v−w) ⋅ω)+dω dw ,

f (0,x,v) = f 0(x,v)
(8)

where the precollisional velocities (v′,w′) are defined by the scattering law

v′ ∶= v−((v−w) ⋅ω)ω , w′ ∶=w+((v−w) ⋅ω)ω . (9)

This can be rephrased in terms of the convergence of the empirical density

π
ε
t ∶=

1
µε

N
∑
i=1

δzε

i (t) (10)

which is the relevant observable to describe the time evolution of the hard-sphere model. More generally, we are interested in
the whole path of particle trajectories during a given time interval [0,T ]. Let D([0,T ],Td ×Rd) be the set of single particle
trajectories zε([0,T ]), which are functions piecewise linear continuous in position and piecewise constant in velocity. Then the
generalised empirical measure is defined by

π
ε

[0,T] ∶=
1
µε

N
∑
i=1

δzε

i ([0,T]) . (11)

The convergence of the particle system to the Boltzmann equation can be understood as follows.

Theorem I.1 [Lanford] There exists a time TL > 0 such that for any test function h ∶Td ×Rd →R, any δ > 0 and t ∈ [0,TL],

Pε (∣πε
t (h)−∫

Td×Rd
f (t,z)h(z)∣ > δ)ÐÐÐ→

µε→∞
0 . (12)

The time TL depends only on the conditions (5) for the smooth function f 0.

Notice that stronger convergence statements can be found in [IP89, CIP94, GST14, PS17, Den18, BGSRS18, GG18, GG21]. All
these studies rely on the BBGKY hierarchy and one of the goals of this paper is to provide an alternative derivation of Theorem
I.1 by applying directly the cluster expansion at the level of the particle system.

To derive sharp estimates on the empirical measure, it is key to control its exponential moments, i.e. the Laplace transform

Λ
ε
T (eh) ∶= 1

µε

logEε [exp(µε π
ε

[0,T](h))] = 1
µε

logEε[exp(
N
∑
i=1

h(zε
i ([0,T ])))] , (13)

for test functions h ∶ D([0,T ],Td ×Rd) ↦ C measuring informations on a single particle trajectory zε([0,T ]). Indeed, it is
well known in probability theory that the large deviations can be related to the Legendre transform of h↦ Λ

ε
T (eh) and that

the fluctuations are coded by the characteristic function which amounts to considering functions h with imaginary values. We
refer to [BGSRS20c, BGSRS20a] for the derivation of the fluctuating Boltzmann equation and of the large deviations once the
asymptotic behaviour of Λ

ε
T has been characterised.

In the rest of this paper, we first perform, in Section II, the dynamical cluster expansion to derive uniform controls on the
exponential moments for fixed ε and then we analyse its Boltzmann-Grad limit in Section III. To illustrate this new approach,
Theorem I.1 is recovered, in Section III B, without using the BBGKY hierarchy.

II. DYNAMICAL CLUSTER EXPANSION

A. The cluster expansion on trajectories

Throughout this section, we study the hard sphere dynamics on a fixed time interval [0,T ] and implement a cluster expansion
to study the functional (13). We consider a test function h and assume that it satisfies the following bound uniformly on particle
trajectories

∣exp(h(zε([0,T ])))∣ ≤ c1 for some fixed constant c1 > 0. (14)
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Simple examples to keep in mind are functions of the form

h(zε([0,T ])) ∶= gt(zε(t)) or h(zε([0,T ])) ∶= ∫
T

0
ds gs(zε(s)), (15)

with t ∈ [0,T ] and bounded test functions gs ∶ Td ×Rd ↦R indexed by a time s ∈ [0,T ]. Additional regularity assumptions on h
(see (59)) will be needed later on in order to take the limit ε → 0.

The exponential moment (13) can be reformulated in terms of the modified partition function

Zε(eh) ∶= 1+∑
N≥1

µ
N
ε

N! ∫Dε

N

dZN

N

∏
i=1

f 0(zi)exp(h(zε
i ([0,T ])) (16)

so that

Λ
ε
T (eh) ∶= 1

µε

(logZε(eh)− logZε(1)) . (17)

In order to rewrite logZε(eh) as a tractable series expansion, we are going to introduce now several notations.

Even though the gas is extremely dilute in the Boltzmann-Grad asymptotics, particles are likely to interact dynamically. In
this case their trajectories are strongly modified by scattering. Thus to implement the dynamical cluster expansion, a good
point of view is to first group particles which have dynamical interactions during [0,T ] and then to perform the standard cluster
expansion on these groups of particles. Classically, in statistical mechanics, these new objects are called polymers, but we will
use the name forests to match the notations of [BGSRS20c]. @ Sergio, c’est plus general que le cas discret ?

T

0

λ1 λ2 λ3

FIG. 1. On this figure, 3 forests λ1,λ2,λ3 are depicted in the time interval [0,T ]. They are formed by groups of particles interacting
dynamically. As the forests do not intersect, the trajectories within a forest are only determined by the hard sphere dynamics restricted to the
particles in this forest. Note that the other blue particles will form more forests which have not been represented.

Definition II.1 (Forest) If two particles i, j collide during the time interval [0,T ], we say that they interact dynamically and
write this condition i ∼ j. The particles i, j are connected by a chain of dynamical interactions if there exists a collection of
particles i1 = i, i2, . . . , ik = j such that i` ∼ i`+1 for ` ≤ k−1.

A forest λ is a collection of particle trajectories Zε

λ
([0,T ]) = {zε

i ([0,T ])}i∈λ such that for any i, j in λ the particles i, j are
connected by a chain of dynamical interactions within λ (see Figure 1). The notation λ will be used generically to represent the
set of particles and the trajectories of the forest. The number of particles in the forest λ is denoted by ∣λ ∣. As the hard sphere
dynamics is deterministic, the dynamical condition to form the forest λ is coded in the initial data which is denoted by Zλ .

By construction, particles in a forest λ never collide with particles which do not belong to λ . Thus if a configuration
Zε

N([0,T ]) is decomposed into a partition {λ1, . . . ,λk} of forests then particles in different forests λi,λ j do not collide. This
condition is denoted by λi /∼ λ j. As a consequence, given the time interval [0,T ], the decomposition of Zε

N([0,T ]) into forests is
unique and the forests are the maximally connected components keeping track of the particle dynamical interactions. The total
kinetic energy of a forest λ j is therefore time independent.
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Using Definition II.1, any configuration of particle trajectories Zε

N([0,T ]) can be decomposed uniquely into a collection of
forests so that

1 = ∑
k≤N

∑
{λ1,...,λk}∈Pk

Zε
N

⎛
⎝

k

∏
j=1

1
λ j forest

⎞
⎠
⎛
⎝∏j≠ j′

1λ j /∼λ j′

⎞
⎠
,

where Pk
Zε

N
is the set of partitions of the particle trajectories Zε

N([0,T ]) into k sets. As the dynamics is deterministic, fixing the

initial data ZN boils down to fixing the particle trajectories Zε

N([0,T ]) and therefore a forest decomposition. Thus plugging the
previous identity in (16), we end up with

Zε(eh) ∶= 1+∑
N≥1

µ
N
ε

N!
∑
k≤N
∫
TdN×RdN

dZN ∑
{λ1,...,λk}∈Pk

Zε
N

⎛
⎝

k

∏
j=1

1
λ j forest F(h)

T (λ j)
⎞
⎠ ∏j≠ j′

1λ j /∼λ j′
, (18)

with a weight associated with each forest λ j

F(h)
T (λ j) =

∣λ j ∣
∏
i=1

f 0(zi)exp(h(zε
i ([0,T ])). (19)

We stress the fact that, by definition of the forest λ j, the particles in λ j are not allowed to overlap initially

∀i /= i′ ∈ λ j, ∣xi−xi′ ∣ ≥ ε,

otherwise the particle trajectories would be ill defined. The variables of interest are now the forests λ j which encode the particle
trajectories Zε

λ j
([0,T ]) constrained to collide during the time interval [0,T ].

Our goal is to rewrite (18) as the partition function of an interacting gas of forests. A given forest λ j, with ∣λ j ∣ particles and
initial configuration Zλ j , is distributed according to the measure

dννν
(h)
T (λ j) ∶=

µ
∣λ j ∣
ε

∣λ j ∣!
1λ j forest F(h)

T (λ j) dZλ j , (20)

where the support of the measure is restricted by the dynamical constraints so that the trajectories associated with the initial data
Zλ j form a forest in the time interval [0,T ]. This explains the dependence on T of the measure ννν

(h)
T . Later on, the time T will

be chosen small enough so that the gas of forests is diluted and the cluster expansion converges. Define also d∣ννν(h)
T ∣ as in (20)

with the modulus ∣F(h)
T ∣ to take into account test functions h with complex values.

With these notations, the partition function (16) can be rewritten as a partition function of a gas of forests interacting by
exclusion

Zε(eh) ∶= 1+∑
k≥1

1
k! ∫ dννν

(h)
T (λ1) . . .dννν

(h)
T (λk) ∏

j≠ j′
1λ j /∼λ j′

, (21)

where the integration for each forest is with respect to the number of particles in the forest as well as the initial coordinates of the
particles (see (22)). This can be checked as follows. Starting from (18), a particle configuration ZN is partitioned into k forests
with cardinalities n1, . . . ,nk

Zε(eh) = 1+∑
N≥1

1
N!
∑
k≤N

1
k!

∑
n1 ,...,nk

n1+⋅⋅⋅+nk=N

N!
n1! . . .nk!

µ
n1+⋅⋅⋅+nk
ε ∫

TdN×RdN

k

∏
j=1

dZλ j

k

∏
j=1

⎛
⎝

1 λ j forest
of size n j

F(h)
T (λ j)

⎞
⎠ ∏j≠ j′

1λ j /∼λ j′

= 1+∑
k≥1

1
k! ∫

k

∏
j=1

dZλ j

⎛
⎝∑n j

µ
n j
ε

n j!
1 λ j forest

of size n j

F(h)
T (λ j)

⎞
⎠ ∏j≠ j′

1λ j /∼λ j′
, (22)

where the sums can be exchanged because the total number of particles in the box Td is always finite for any fixed ε > 0 thanks
to the exclusion condition.
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The main difficulty is to provide uniform estimates on Zε(eh) with respect to ε in order to control the particle system in the
Boltzmann-Grad limit. In the theory of cluster expansions, it is customary to control the exclusion interaction in (21)

∏
j≠ j′

1λ j /∼λ j′
=∏

j≠ j′
(1−1λ j∼λ j′

)

by expanding the product above and then rearranging the terms. This requires to introduce further combinatorial decompositions.
Let GGGn the set of graphs with n vertices and CCCn ⊂GGGn the subset of connected graphs.

Definition II.2 (Overlap) An overlap occurs between two forests λ j,λ j′ if two particles from Zε

λ j
([0,T ]) and Zε

λ j′
([0,T ]) are

at a distance less than ε at some time in [0,T ]. We will write λ j ∼ λ j′ . We stress the fact that an overlap between two forests
does not change the dynamics of the forests : the particle trajectories remain encoded only by the particles within the forests
(see Figure 2). In this sense, an overlap is a mathematical artefact which cannot be observed physically.

A cluster of forests {λ1, . . . ,λk} is formed by forests connected by chains of overlaps (by analogy with a chain of collisions in
Definition II.1). It is associated with the combinatorial factor

ϕ(λ1, . . . ,λk) =
⎧⎪⎪⎨⎪⎪⎩

1, if k = 1,
∑G∈CCCk∏{ j, j′}∈E(G)(−1λ j∼λ j′

), if k ≥ 2,
(23)

where the vertices of the graph G are indexed by forests and the product is over all the edges E(G) of G.

T

0
λ1 λ2 λ3

FIG. 2. On this figure, 3 forests λ1,λ2,λ3 are depicted (the forest λ2 is drawn in blue only for the sake of clarity). The particle dynamics
inside each forest is not modified by an overlap. Notice that the forests λ2,λ3 overlap 3 times, this will be interpreted as a multiple edge in the
dynamical correlation graph.

Within the previous framework, the cluster expansion theory (see e.g. [Uel04, PU09]) leads to

Proposition II.3 There exists a time T > 0 and a constant C such that uniformly in ε small enough and for k ≥ 1

∫ d∣ννν(h)
T ∣(λ1) . . .d∣ννν(h)

T ∣(λk) ϕ(λ1, . . . ,λk) ≤ µε k! Ck(T +ε)k−1
. (24)

This bounds holds uniformly for all h satisfying (14). Recall that the size of the forests is also an integration variable in (24).
As a consequence there is T > 0 such that the cluster expansion converges uniformly for ε small enough

logZε(eh) ∶=∑
k≥1

1
k! ∫ dννν

(h)
T (λ1) . . .dννν

(h)
T (λk) ϕ(λ1, . . . ,λk). (25)

The time T depends only on the initial data f 0 and on the constant c1 in the upper bound (14) on eh.

Note that the expansion (25) leads to a similar expansion for the Laplace transform defined in (17).
The time T > 0 for the convergence of the cluster expansion is of the same order as the convergence time to the Boltzmann

equation in Theorem I.1. In both cases, it is a fraction of the mean collision time between two particles. Indeed the requirement
that the gas of forests is dilute means that the forest sizes have to remain small, i.e. that a particle cannot typically interact with
too many particles. A crude analogy can be made with an Erdős-Renyi graph built by choosing randomly edges among N points
with probability T /N. For T < 1, this procedure leads with high probability to a collection of small graphs which corresponds to
the dilute phase we have in mind for the hard sphere dynamics. Instead, as soon as T > 1, a macroscopic connected graph appears.
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We refer to [PSW16, PSW17, HP19] for refined statements on the generalisation of this dynamical phase transition in the case
of particle dynamics. For this reason, we have made no attempt to optimise the time convergence T > 0 in Proposition II.3.
Reaching longer time asymptotics requires new ideas and techniques. In Theorem I.1, the time restriction for the convergence
of the iterated Duhamel series is also limited for similar technical reasons.

On pourrait faire une section heuristique plus tard sur les clusters et deplacer ce commentaire ?

Proof of Proposition II.3.
Assuming the validity of (24), the cluster expansion (25) follows from [Uel04]. We sketch the proof for the sake of complet-

ness. Expanding the exclusion in (21), we get

Zε(eh)=1+
∞
∑
k=1

1
k! ∫ dννν

(h)
T (λ1) . . .dννν

(h)
T (λk) ∏

j≠ j′
(1−1λ j∼λ j′

)=1+∑
k≥1

1
k! ∫ dννν

(h)
T (λ1) . . .dννν

(h)
T (λk) ∑

G∈GGGk

∏
{ j, j′}∈E(G)

(−1λ j∼λ j′
),

(26)
where the interactions between forests are now coded by graphs. Any graph G ∈GGGk can be decomposed into connected graphs
G = {G1, . . . ,Gn} with ∣G`∣ =m` and m1+⋅ ⋅ ⋅+mn = k. To do this, we partition {1, . . . ,k} into n sets and then enumerate the graphs
on each set

Zε(eh) = 1+
∞
∑
k=1

1
k!

k

∑
n=1

1
n!

∑
m1 ,...,mn≥1

m1+⋅⋅⋅+mn=k

k!
m1! . . .mn!

n

∏
`=1

⎛
⎜
⎝
∫ dννν

(h)
T (λ1) . . .dννν

(h)
T (λm`

) ∑
G`∈CCCm`

∏
{ j, j′}∈E(G`)

(−1λ j∼λ j′
)
⎞
⎟
⎠
,

where k!
m1!...mn! is the number of partitions into {m1, . . . ,mn} and 1

n! counts the multiplicity of {m1, . . . ,mn}. For example for
k = 3,n = 2, one has (m1 = 1,m2 = 2) and (m1 = 2,m2 = 1) which counts n! times. Using the definition (23) of ϕ , we get

Zε(eh) = 1+
∞
∑
k=1

∞
∑
n=1

1n≤k
1
n!

∑
m1 ,...,mn≥1

m1+⋅⋅⋅+mn=k

n

∏
`=1

(∫ dννν
(h)
T (λ1) . . .dννν

(h)
T (λm`

) 1
m`!

ϕ(λ1, . . . ,λm`
)) .

Choosing T small enough, the sums are absolutely convergent thanks to (24) so that they can be swapped

Zε(eh) = 1+
∞
∑
n=1

1
n!

∑
m1,...,mn≥1

n

∏
`=1

(∫ dννν
(h)
T (λ1) . . .dννν

(h)
T (λm`

) 1
m`!

ϕ(λ1, . . . ,λm`
))

= 1+
∞
∑
n=1

1
n!

(∑
m≥1
∫ dννν

(h)
T (λ1) . . .dννν

(h)
T (λm) 1

m!
ϕ(λ1, . . . ,λm))

n

.

This is the expansion of the exponential which can be inverted to recover (25).

We turn now to the derivation of (24) which relies on the specific structure of the microscopic dynamics and more precisely on
the geometry of the trajectories in [0,T ]. We will use the geometric estimates devised in [BGSRS20c] (see also [BGSRS20b]).

k = 1.
We first consider a single forest λ1 and prove the existence of a time T > 0 and of a constant C0 such that

∫ d∣ννν(h)
T ∣(λ1) e

10
β
∣λ1∣ ≤C0µε , (27)

where an additional term e
10
β
∣λ1∣ was added to inequality (24) for later purposes. Using the definition (20) of ννν

(h)
T and summing

over the size n of the forest, one has

∫ d∣ννν(h)
T ∣(λ1)e

10
β
∣λ1∣ =∑

n≥1

µ
n
ε

n! ∫ e
10
β

n (
n

∏
i=1

f 0(zi)∣exp(h(zε
i ([0,T ])))∣) 1Zε

n forest dZn. (28)

Thanks to assumption (5) on the initial distribution f 0 and assumption (14) on h, there is a constant c > 0 such that an upper
bound can be derived in terms of the Gaussian measure (5) and the initial velocities

e
10
β

n
n

∏
i=1

f 0(zi)∣exp(h(zε
i ([0,T ]))∣ ≤ cnM⊗n

β
(Vn). (29)

Thus it is enough to show that there is C > 0 such that uniformly in n ≥ 2

∫ M⊗n
β/2(Vn) 1Zε

n forest λ1
dZn ≤ n!

Cn T n−1

µn−1
ε

. (30)
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1 2 3 4

T

0

1

32 41

2

3

3 421

T≺

τ1
τ2
τ3

FIG. 3. A single forest with 4 particles (n = 4) is depicted on the left and the corresponding collision tree T≺ is represented on the right. The
edges of the tree T≺ are ordered (circled numbers) according to the order of the collisions in the forest τ1 < τ2 < τ3 ≤ T . Recollisions may occur
in the forest (as between particles 3 and 4 on the picture), but the corresponding (dashed) edge does not belong to T≺. The collisions associated
with the graph edges are called clustering collisions.

Note that only part of the Gaussian weightM⊗n
β

in (29) has been used, as we shall need an additional exponential decay later
on. By choosing T > 0 small enough, (27) is proven.

The constraint {Zε

n forest} imposes that all the particles interact dynamically during the time interval [0,T ]. We are going
to record these collisions in an ordered tree T≺ = (qi, q̄i)1≤i≤n−1 (see Figure 3). There can be more than n−1 collisions in the
dynamics, but in order to retain a minimal structure and to end up with a tree T≺, the collisions creating a cycle in the graph are
not recorded. The collisions kept in the tree T≺ will be called clustering collisions : the first collision occurs between particles q1
and q̄1 at time τ1 ∈ [0,T ], and the last collision is between qn−1 and q̄n−1 at time τn−1 ∈ (τn−2,T). In this way, an ordered graph
recording the dynamical interactions is built by following the flow of the hard sphere dynamics in [0,T ]. At intermediate times,
the graph can be made of several connected components. The set of all oriented trees with n vertices is denoted by TTT ≺n . Thus
summing over all the trees leads to

1Zε
n forest ≤ ∑

T≺∈TTT ≺
n

1{Zn∈RT≺} , (31)

whereRT≺ is the set of configurations Zn with trajectories compatible with the ordered tree T≺. By construction for any given Zn
coding a forest λ1, only one term is non zero in the sum above.

For an admissible tree T≺, the relative position, at the initial time, of the ith colliding particles are denoted by

x̂i ∶= xqi −xq̄i . (32)

Given the relative positions (x̂ j) j<i and the velocities Vn, we consider a forward flow with clustering collisions at times τ1 < ⋅ ⋅ ⋅ <
τi−1 < T . By construction, qi and q̄i do not belong to the same connected component in the graph Gi−1 ∶= (q j, q̄ j)1≤ j≤i−1. We
shall denote by Cqi and by Cq̄i the connected components associated with qi, q̄i at time τi−1. Inside each connected component,
the relative positions are fixed by the previous dynamical constraints, but the whole component can be translated so that a free
parameter remains. Therefore by varying x̂i (moving rigidly the connected components CCCqi ,CCC q̄i ), a forward collision at time
τi ∈ (τi−1,T) between qi and q̄i can be triggered. This collision condition defines a set BT≺,i(x̂1, . . . , x̂i−1,Vn). If the particles qi
and q̄i move in straight lines, then the collision at time τi imposes a constraint at time τi−1

ε = ∣xε
qi
(τi)−xε

q̄i
(τi)∣ = ∣xε

qi
(τi−1)−xε

q̄i
(τi−1)−(τi−τi−1)(vε

qi
(τ
+
i−1)−vε

q̄i
(τ
+
i−1))∣.

This says that the relative position at time τi−1 has to belong to a tube of direction vε
qi
(τ
+
i−1)−vε

q̄i
(τ
+
i−1) with diameter ε and length

∣vε
qi
(τ
+
i−1)−vε

q̄i
(τ
+
i−1)∣(T −τi−1) so that the collision occurs before time T . By moving rigidly the trajectories of the connected

components associated with particles qi and q̄i at time τi−1, this imposes a condition on the initial relative position x̂i. Thus, the
measure of the set BT≺,i is bounded from above by

∣BT≺,i∣ ≤
C
µε

∣vε
qi
(τ
+
i−1)−vε

q̄i
(τ
+
i−1)∣ ∫

T

τi−1
dτi . (33)

If the particle qi (resp. q̄i) has been deflected during [τi−1,τi[ (by recollisions with particles in the connected component of CCCqi
(resp. CCC q̄i )) then one has to decompose the trajectories into a union of tubes (as in Chapter 8 of [BGSRS20c]) and an estimate as
above can be recovered. Averaging over all the possible pairs of particles, we get

∑
qi,q̄i

∣BT≺,i∣ ≤
C
µε

(V 2
n +n)n ∫

T

τi−1
dτi , (34)
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where V 2
n /2 is the total kinetic energy of the particles in the forest λ1. Since the collisions preserve the kinetic energy, V 2

n is time
independent.

Iterating the previous estimates, we get from Fubini’s theorem

∑
T≺∈TTT ≺

n

∫ dX̂n

n

∏
i=1

1BT≺ ,i ≤ ∑
T≺∈TTT ≺

n

∫ dx̂11BT≺ ,1 ∫ dx̂2⋯∫ dx̂n−11BT≺ ,n−1

≤ ( C
µε

)
n−1

(V 2
n +n)n−1

nn−1∫
T

0
dτ1⋯∫

T

τn−2
dτn−1 ≤ ( C

µε

)
n−1

(V 2
n +n)n−1

nn−1 T n−1

(n−1)!
, (35)

where the last inequality follows by integrating the ordered times. Furthermore, for any K,N

sup
V∈RdN

{exp(− β

4
∣V ∣2) (∣V ∣2+K)N} ≤CNeK NN . (36)

Using the Gaussian integration (30), we deduce from the previous inequality that the term (V 2
n +n)n

leads to another factor of
order nn which is (up to a factor Cn) of the same order as n!. This completes (30) and thus (27).

k > 1.
We derive now (24) with k forests

∫ d∣ννν(h)
T ∣(λ1) . . .d∣ννν(h)

T ∣(λk) ϕ(λ1, . . . ,λk) ≤ µε k!Ck (T +ε)k−1
.

For this, we are going to use the inequality (27) which evaluates the constraints, in each forest λ`, on the coordinates of the
particles Zλ`

at time 0. Further dynamical constraints are added by the function ϕ(λ1, . . . ,λk) defined in (23). Viewing the
overlaps between the forests as the edges of a graph with k vertices indexing the forests λ1, . . . ,λk, then the alternating sums
defining ϕ(λ1, . . . ,λk) can be bounded from above by the so called tree inequality

∣ϕ(λ1, . . . ,λk)∣ ≤ ∑
T ov∈TTT k

1{λ1,...,λk}↪T ov , (37)

where the sum is restricted to (non-ordered) trees and the symbol {λ1, . . . ,λk}↪ T ov means that the graph coding the overlaps
of {λ1, . . . ,λk} contains the tree T ov. The tree inequality (37) which allows to control ϕ follows from a standard combinatorial
argument (see [Pen67]) which will not be recalled here. Note that in (37), several graphs can be compatible with the same
configuration so that several trees may contribute to the sum.

Since the particle trajectories are unchanged by the overlaps, it is not needed to proceed as for the collisions within the forests
and to prescribe an order related to the dynamical overlaps on the edges of T ov. Thus, we choose an arbitrary order and examine
successively the k− 1 overlap constraints imposed on the forests. Denote by λi, λ̄i the forests involved in the ith overlap and
by qi ∈ λi and q̄i ∈ λ̄i the two overlapping particles. As for the collisions, the constraint imposed by the ith overlap leads to a
condition on the relative position of qi, q̄i at the initial time (see (32))

x̂i ∶= xqi −xq̄i .

Indeed, fixing the velocities in each forests, one has to evaluate the measure for the set {x̂i + ∫
t

0 ds(vε
qi
(s)− vε

q̄i
(s)); t ≤ T}

to intersect a ball of radius ε around the origin. We stress that the whole forests λi, λ̄i move rigidly according to the positions
xqi ,xq̄i . Note that, contrary to the collisions, the overlap may occur at the initial time or dynamically. This condition on x̂i is
coded by the set BT ov,i with measure bounded by

∣BT ov,i∣ ≤Cε
d + C

µε
∫

T

0
ds ∣vε

qi
(s)−vε

q̄i
(s)∣ . (38)

We stress the fact that ε
d corresponds to the cost of an overlap at time 0 which is much smaller than the order of the cost 1

µε
= ε

d−1

of a dynamical overlap. This fact will be used in the Boltzmann-Grad limit to neglect the overlaps occurring at the initial time.
Denoting by ∣λ ∣ the cardinality of a forest and summing over all the possible particles in the forests λi, λ̄i, we get by a

Cauchy-Schwarz inequality

∑
qi∈λi ,
q̄i∈λ̄i

∣BT ov,i∣ ≤ ε
d ∣λi∣ ∣λ̄i∣+

C
µε
∫

T

0
ds

⎛
⎜
⎝
∣λ̄i∣

√
∣λi∣

√
∑

qi∈λi

∣vε
qi
(s)∣2+ ∣λi∣

√
∣λ̄i∣

√
∑

q̄i∈λ̄i

∣vε
q̄i
(s)∣2

⎞
⎟
⎠

≤ ε
d ∣λi∣ ∣λ̄i∣+

C
µε

T (β

4
V 2

λi
+ 4

β
∣λi∣)(

β

4
V 2

λ̄i
+ 4

β
∣λ̄i∣) ≤

C
µε

(T +ε) (β

4
V 2

λi
+ 4

β
∣λi∣)(

β

4
V 2

λ̄i
+ 4

β
∣λ̄i∣), (39)
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where we used in the 2nd inequality that the total kinetic energy V 2
λ
/2 of the particles in a forest λ is constant in time. Thus (39)

measures the cost of the overlap coded by the edge (λi, λ̄i) in the tree T ov. As the particle trajectories are not modified by the
overlaps, the conditions imposed by the k−1 overlaps can be successively satisfied by moving rigidly the forests. Let BT ov be
the set representing all the conditions imposed by the overlaps. Given {Vλ1 , . . . ,Vλk

} the initial velocities of all the particles, the
measure of BT ov with respect to the positions is obtained by multiplying the contributions (39) for each edge of the tree T ov

∣BT ov ∣ ≤ ( C
µε

)
k−1

(T +ε)k−1
k

∏
i=1

(β

4
V 2

λi
+ 4

β
∣λi∣)

di
,

where di stands for the degree of the vertex λi in the tree T ov. There are (k−2)!/∏i(di−1)! trees of size k with specified vertex
degrees (see e.g. Lemma 2.4.1 in [BGSRS20c]). Thus summing over all the trees T ov, we get

∑
T ov∈TTT k

∣BT ov ∣ ≤ ( C
µε

)
k−1

(T +ε)k−1(k−2)! ∑
d1 ,...dk

d1+...dk=2k−2

k

∏
i=1

(β

4 V 2
λi
+ 4

β
∣λi∣)

di

(di−1)!

≤ ( C
µε

)
k−1

(T +ε)k−1(k−2)!
k

∏
i=1

(β

4
V 2

λi
+ 4

β
∣λi∣) exp(β

4
V 2

λi
+ 4

β
∣λi∣) ,

where the constraint on the degrees is released in the last inequality to recover the exponential.
Using the Gaussian weightsM⊗∣λi∣

β/2 from the initial measure as well as the inequality (36), we obtain an upper bound for the
overlaps of the form

∑
T ov∈TTT k

∣BT ov ∣
k

∏
i=1
M⊗∣λi∣

β/2 (Z∣λi∣) ≤
Ck

µk−1
ε

k!(T +ε)k−1
k

∏
i=1

e
10
β
∣λi∣. (40)

Once the dynamical constraint on the overlaps has been taken into account, the contributions of the forests are independent and
can be estimated by (27) for T small enough

k

∏
i=1
∫ d∣ννν(h)

T ∣(λi)e
10
β
∣λi∣ ≤Ck

0µ
k
ε . (41)

Combining (40) and (41), we deduce that

∫ d∣ννν(h)
T ∣(λ1) . . . d∣ννν(h)

T ∣(λk) ϕ(λ1, . . . ,λk) ≤ µε k! Ck (T +ε)k−1. (42)

This completes the proof of (24) for a value of T > 0 small enough so that (27) holds.

B. Correlations & cumulants

Recalling (17), we deduce from the cluster expansion of Proposition II.3 that there exists T > 0 such that the Laplace transform

Λ
ε
T (eh) = 1

µε

logEε [exp(µε π
ε

[0,T](h))] = 1
µε

log(Z
ε(eh)
Zε(1) )

= 1
µε

∑
k≥1

1
k!

(∫ dννν
(h)
T (λ1) . . .dννν

(h)
T (λk) ϕ(λ1, . . . ,λk)−∫ dννν

(0)
T (λ1) . . .dννν

(0)
T (λk) ϕ(λ1, . . . ,λk))

can also be expanded as a series. In particular h↦ Λ
ε
T (eh) is analytic in a L∞-neighbourhood of 0. il me semble que L∞

suffit pour ce qu’on veut dans cette section This is an important property as the derivatives of the functional are
related to physical quantities. Indeed considering the first derivative at 0 of u ∈R↦Λ

ε
T (euh), we recover the expectation of the

empirical measure (using the notation of (13))

Eε [π
ε

[0,T](h)] = ∂u Λ
ε
T (euh)∣

u=0
= 1

µε

∑
k≥1

1
k! ∫ dννν

(0)
T (λ1) . . .dννν

(0)
T (λk) ϕ(λ1, . . . ,λk)

⎛
⎝

k

∑
`=1
∑
i∈λ`

h(zε
i ([0,T ]))

⎞
⎠
. (43)
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In particular, the density at time t ∈ [0,T ] can be obtained by using test functions of the form h(zε([0,T ])) = h(zε(t)). This
series will be used in Section III B to recover the Boltzmann equation.

Taking twice the derivative leads to the variance

Eε [π
ε

[0,T](h)2]−Eε [π
ε

[0,T](h)]
2
= 1

µε

∂
2
u Λ

ε
T (euh)∣

u=0
. (44)

Adapting the proof of (24), we deduce that the second derivative is uniformly bounded wrt ε

∂
2
u Λ

ε
T (euh)∣

u=0
= 1

µε

∑
k≥1

1
k! ∫ dννν

(0)
T (λ1) . . .dννν

(0)
T (λk) ϕ(λ1, . . . ,λk)

⎛
⎝

k

∑
`=1
∑
i∈λ`

h(zε
i ([0,T ]))

⎞
⎠

2

(45)

≤ ∥h∥2
∞

1
µε

∑
k≥1

1
k! ∫ d∣ννν(0)

T ∣(λ1) . . .d∣ννν(0)
T ∣(λk) ϕ(λ1, . . . ,λk)(

k

∑
`=1

∣λ`∣)
2

≤C.

This implies that the covariance vanishes in the Boltzmann-Grad limit so that the empirical measure concentrates to its mean

Eε [(π
ε

[0,T](h)−Eε [π
ε

[0,T](h)])
2
] =Eε [π

ε

[0,T](h)2]−Eε [π
ε

[0,T](h)]
2
= 1

µε

∂
2
u Λ

ε
T (euh)∣

u=0
=O(∥h∥2

∞
µε

) . (46)

Expanding (46) and using the symmetry between particles, we deduce also that the particle trajectories are asymptotically
independent

Eε [h(zε

1([0,T ]))h(zε

2([0,T ]))]−Eε [h(zε

1([0,T ]))]2 =O(∥h∥2
∞

µε

) . (47)

This property is often called propagation of chaos.
By taking further derivatives, one can recover all the cumulants and show that the L1-norm of the cumulant of order n decays

as O(µ
1−n
ε ). This result was already obtained in [BGSRS20c] (see Theorem 4 therein). Notice however that the series expansion

for Λ
ε
T (eh) is derived in [BGSRS20c] by applying cluster expansion on the Duhamel representation of the correlation functions

and the terms of the series are described by pseudo-trajectories instead of physical trajectories. Nevertheless the expansions in
this paper and in [BGSRS20c] provide the same results (with different times T ).

III. BOLTZMANN-GRAD LIMIT

The estimates derived in the previous section hold uniformly with respect to ε (small enough). In this section, we are going
focus on the kinetic limit ε → 0.

A. Limiting cluster expansion

The series expansion of the partition function logZε(eh), in Proposition II.3, is coded by the dynamical interactions of
microscopic trajectories. We are going to show that the structure of these interactions simplifies in the Boltzmann-Grad limit,
providing a simpler (but singular) expansion for the limit of Λ

ε
T (eh) (see Proposition III.3).

1. Discarding recollisions and overlap

We first consider the dynamical interactions within a forest λ1 of size n and show that, in the Boltzmann-Grad limit, the only
relevant trajectories have exactly n−1 collisions. Recall that in a microscopic configuration compatible with this forest Zε

λ1
,

all the particles interact dynamically in the sense of Definition II.1. All these interactions can be recorded in a graph G with n
vertices labelled by the particles and edges corresponding to a collision between two particles. By definition of the forest λ1, the
graph G will be connected and it may have cycles or multiple edges (see Figure 4). These loops correspond to recollisions in the
hard sphere dynamics starting from the configuration Zn. We stress the fact that this notion of recollision slightly differs from the
interpretation of recollisions used in the Duhamel representation [CIP94, Spo81, PS17, BGSRS20c]. Indeed, in the latter case,
the recollisions refer to pseudo-trajectories and one has to distinguish between the internal recollisions (which can be neglected)
and the external recollisions (which are relevant for the cumulants [BGSRS20c]). In our setting, the forests are determined by
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the physical microscopic dynamics and all the recollisions are negligible in the Boltzmann-Grad limit. In particular, the only
relevant graphs will be trees, i.e. minimally connected graphs. In this case, we say that λ1 is a 0-forest and the corresponding
reduced distribution is restricted to particle configurations compatible with this condition

dννν
(h),0
T (λ1) =

µ
∣λ1∣
ε

∣λ1∣!
F(h)

T (λ1) 1
λ1 0-forest dZλ1 . (48)

T

0
1 2 3 4 5

1 2

3

5

4

!

FIG. 4. On the left, two overlapping forests are represented with different colors. The dynamical graph of interactions is depicted on the
right with black edges for the collisions and blue edges for the overlaps. The minimal dynamical graph corresponds to the arrows, instead the
recollisions and multiple overlaps are represented by dashed edges.

In the proof of Proposition II.3, Estimate (27), recalled below,

∫ d∣ννν(h)
T ∣(λ1)e

10
β
∣λ1∣ ≤C0µε

was derived by showing that the collisions between particles in a forest can be indexed by a tree. This tree records the minimal
amount of dynamical contraints and the recollisions add more contraints which can be controled by the geometric estimates
derived in [BGSRS20b] (see Eq (5.12) and Appendix B), leading to

∣∫ dννν
(h),0
T (λ1)e

10
β
∣λ1∣−∫ dννν

(h)
T (λ1)e

10
β
∣λ1∣∣ ≤C µε ε

αd , (49)

for some constant αd > 0 depending on the dimension and T small enough as in Proposition II.3. pour la dimension 2, que dit-on
?

The second source of dynamical interactions is due to overlaps. We consider now k overlapping forests λ1, . . . ,λk. The
combinatorial factor ϕ(λ1, . . . ,λk) has been estimated in (37), recalled below, as an upper bound on trees with edges between
two overlapping forests

∣ϕ(λ1, . . . ,λk)∣ ≤ ∑
T ov∈TTT k

1{λ1,...,λk}↪T ov .

If the graph recording all the overlaps has cycles, then several trees will contribute to the sum above. As for the recollisions, we
can show that cycles can be neglected in the limit and that typically the constraint ϕ(λ1, . . . ,λk) is compatible with a single tree.
Furthermore, as noted in the comment after (38), the overlaps occurring initially have a much smaller cost than the dynamical
overlaps. Thus they can also be neglected in the Boltzmann-Grad limit.

In the following, we shall denote by {λ1, . . . ,λk}z→ T ov the constraint that the overlaps are compatible with a single tree T ov

and that there is no overlap at the initial time. In other words, the graph on k vertices coding all the different overlaps between
the forests has no cycles (note that if two forests overlap several times, as on Figure 4, this is counted only as one edge in such
graph; i.e. multiple edges are disregarded). As the tree T ov has k−1 edges, the reduced overlap function takes the value (−1)k−1

and is defined by (recall (23))

ϕ
0(λ1, . . . ,λk) ∶= (−1)k−1 ∑

T ov∈TTT k

1{λ1,...,λk}z→T ov , (50)

where at most one term in the sum above is not equal to 0.
Combining the proof of Proposition II.3 and the geometric estimates derived in [BGSRS21], one can show that the overlaps

forming cycles do not contribute in the Boltzmann-Grad limit. As the recollisions can also be neglected thanks to (49), we finally
obtain that the minimally connected graphs provide the leading contribution to the cluster expansion series.
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Proposition III.1 Let T > 0 be the convergence time obtained in Proposition II.3. There is are constants C,αd > 0 such that for
uniformly in ε small enough and for k ≥ 1

∣∫ dννν
(h),0
T (λ1) . . .dννν

(h),0
T (λk) ϕ

0(λ1, . . . ,λk)−∫ dννν
(h)
T (λ1) . . .dννν

(h)
T (λk) ϕ(λ1, . . . ,λk)∣ ≤ µε ε

αd k! Ck(T +ε)k−1. (51)

As a consequence, there is T > 0 such that

∣logZε(eh)−∑
k≥1

1
k! ∫ dννν

(h),0
T (λ1) . . .dννν

(h),0
T (λk) ϕ

0(λ1, . . . ,λk)∣ ≤C µε ε
αd . (52)

For fixed k, the term ∫ dννν
(h),0
T (λ1) . . .dννν

(h),0
T (λk)ϕ

0(λ1, . . . ,λk) in (51) can be rewritten in a different way. Given {λ1, . . . ,λk}
a set of overlapping forests, the corresponding particle configuration will be linked by ∣λ`∣−1 collisions in each forest λ` and
k−1 overlaps between forests. In particular, if n stands for the total number of particles in {λ1, . . . ,λk}, we say that there are

n−1 =
k

∑
`=1

(∣λ`∣−1)+k−1.

clustering conditions (generalizing the clustering collisions introduced at the level of (31)). Ordering all these clustering condi-
tions according to the forward flow, they can be indexed by a single signed ordered tree T ≺ such that the n particles form the
vertices and each edge e has a sign se = +1 if it records a collision or se = −1 if it records an overlap. Thus instead of decompos-
ing the particles into overlapping forests, one can choose globally a set of n particles and signed ordered trees T ≺ to code the
clustering conditions. By the Fubini Theorem, we deduce that

∑
k≥1

1
k! ∫ dννν

(h),0
T (λ1) . . .dννν

(h),0
T (λk) ϕ

0(λ1, . . . ,λk) =
∞
∑
n=1

µ
n
ε

n!
∑

T ≺∈TTT ≺,±
n

∫ dZn F(h)
T (Zε

n) 1Zε
n 0-forest compatible with T ≺

, (53)

where TTT ≺,±n is the set of signed ordered trees with n vertices and F(h)
T (Zε

n) is defined as in (19).

2. Asymptotics of the partition function

We are going to use Proposition III.1 to compute the asymptotic of the partition function when µε tends to infinity. In the
Boltzmann-Grad limit, the particle trajectories in the series expansion (53) become singular, but a limiting structure can be
identified provided the integration parameters are properly reindexed.

Given n and a signed ordered tree T ≺, we consider the particle trajectories in the term of order n of (53). For fixed ε > 0, the
clustering condition associated with the edge e = {i, j} takes the form

ωe ∶=
xi(τe)−x j(τe)

ε
∈ Sd−1 , (54)

where the clustering (collision or overlap) time is denoted by τe. We recall that the overlaps occurring at time 0 have been
discarded in Proposition III.1 so that all the clusterings occur only dynamically. Recall that before the clustering, the particles
i, j are connected to two distinct components of the dynamical graph which can move rigidly with respect to the positions of i
and j at time zero. Fixing (xi,vi,v j) at time τ

−
e and the configurations inside each dynamical components associated with i and

j, we consider the local change of variables

x j ∈Td ↦ (τe,ωe) ∈ [0,t]×Sd−1 (55)

with Jacobian µ
−1
ε ((vi−v j) ⋅ωe)+. This provides the identification of measures

µε dxi dvi dx j dv j = dxi dvi dv j dτe dωe((vi(τ
−
e )−v j(τ

−
e )) ⋅ωe)+ . (56)

Applying this change of variables for each edge of the clustering tree T ≺ in a decreasing order, a trajectory configuration
Zε

n([0,T ]) can be built by the following parameters c’est un peu de gymnastique, faut-il commenter ? :

• (x1,v1) the coordinates of particle 1 at time 0,

• (v2, . . . ,vn) the particle velocities at the initial time,
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• Ωn−1 = (ωe)e∈E(T ≺) representing the clustering vectors,

• Θn−1 = (τe)e∈E(T ≺) representing the clustering times,

• Σn−1 = (se)e∈E(T ≺) which are equal to 1 if a collision occurs and −1 for an overlap.

We define the limiting singular measure

dµsing,T ≺
(Zε

n) ∶= dx1dVn dΘn−1 dΩn−1 ∏
e={i, j}∈E(T ≺)

se((vi(τ
−
e )−v j(τ

−
e )) ⋅ωe)+ , (57)

where the clustering times are ordered according to the edges in the tree. Note that for simplicity, the measure is indexed by the
trajectories Zε

n ∶=Zε

n([0,T ]) which, for a given tree T ≺, are in one-to-one with the parameters (x1,Vn,Θn−1,Ωn−1). Iterating the
change of variables (56) for the n−1 clustering conditions prescribed by a given tree T ≺, one gets

µ
n−1
ε ∫ dZn F(h)

T (Zε

n) 1Zε
n 0-forest compatible with T ≺

= ∫ dµsing,T ≺
(Zε

n) 1Zε
n 0-forest

n

∏
i=1

f 0(zε
i (0))exp(h(zε

i ([0,T ]))).

(58)
The parameters drawn from the measure dµsing,T ≺

do not depend on ε , thus for some values of ε the corresponding trajectory
Zε

n may not form a 0-forest and the indicator function in the RHS of (58) imposes this compatibility constraint.
Given a signed tree T ≺ and parameters (x1,Vn,Θn−1,Ωn−1), the configuration Zε

n([0,T ]) converges, when ε tends to 0, to a
limiting configuration Zn([0,T ]) such that the particles coincide at the clustering times as in the definition below.

Definition III.2 (Limiting trajectories) Fix a signed ordered tree T ≺ of size n and a collection of parameters (x1,Vn,Θn−1,
Ωn−1) as in (57). The corresponding limiting trajectory can be constructed as follows. In between two clustering times, all
particles evolve according to the forward free flow and for each edge e = (i, j) ∈ T ≺, the corresponding constraints are imposed
at the clustering time τe:

• a collision occurs if se = 1 (resp. an overlap occurs if se = −1) between the particles i, j,

• the positions of both particles coincide xi(τe) = x j(τe),

• if se = +1, then the velocities vi(τ
+
e ) and v j(τ

+
e ) are scattered according to the rule (9) with scattering vector ωe.

A limiting trajectory on the time interval [0,T ] is denoted by Zn([0,T ])= (zi([0,T ]))i≤n. In the following, it will be convenient
to use the shorthand Zn.

Finally, we can state the regularity assumption needed on the test function h to take the Boltzmann-Grad limit. We assume
that the test function h ∶ D([0,T ],Td ×Rd) → C satisfies the bound (14) and that for all tree T ≺ and almost all parameters
(x1,Vn,Θn−1,Ωn−1), the following limit holds

lim
ε→0

n

∑
i=1

h(zε
i ([0,T ])) =

n

∑
i=1

h(zi([0,T ])). (59)

Notice that Zε

n([0,T ]) tends to Zn([0,T ]) with respect to the Skorohod distance which is well suited to handle piecewise
continuous functions (see [Bil99]). Thus a natural assumption would have been the continuity of h with respect to the Skorohod
topology. However this is not sufficient to cover all cases of interest, in particular a test function of the form h(z([0,T ])) ∶=
g(z(t)) (with g a continuous function Td ×Rd) is continuous only at trajectories without jumps at time t. This is why the
convergence (59) is only required almost surely.

By Proposition III.1, we know that the cycles have a vanishing probability when ε goes to 0 so that for all tree T ≺ and almost
all parameters (x1,Vn,Θn−1,Ωn−1,Σn−1), one has also

lim
ε→0

1Zε
n 0-forest = 1. (60)

The limit of the functional Λ
ε
T defined in (13) can be formulated in terms of the limiting trajectories and Theorem 6 of

[BGSRS20c] is recovered below.
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Proposition III.3 Let T > 0 be the convergence time obtained in Proposition II.3. Then the following limit holds

lim
ε→0

Λ
ε
T (eh) =ΛT (eh) ∶= −1+

∞
∑
n=1

1
n!

∑
T ≺∈TTT ≺,±

n

∫ dµsing,T ≺
(Zn)

n

∏
i=1

f 0(zi(0))exp(h(zi([0,T ]))). (61)

Furthermore the limiting functional h↦ΛT (eh) is analytic for h satisfying (14) as the series is absolutely convergent

RRRRRRRRRRRRR

1
n!

∑
T ≺∈TTT ≺,±

n

∫ dµsing,T ≺
(Zn)

n

∏
i=1

f 0(zi(0))exp(h(zi([0,T ])))
RRRRRRRRRRRRR
≤Cn T n−1. (62)

Proof.
We know from (17) that Λ

ε
T (eh) ∶= 1

µε
(logZε(eh)− logZε(1)). Thus it is enough to compute the limit of each partition

function. Combining (52) and (53), this boils down to studying the asymptotics of each term of the series

RRRRRRRRRRRRR

1
µε

logZε(eh)−
∞
∑
n=1

µ
n−1
ε

n!
∑

T ≺∈TTT ≺,±
n

∫ dZn F(h)
T (Zε

n) 1Zε
n 0-forest compatible with T ≺

RRRRRRRRRRRRR
≤Cε

αd ,

as the series is absolutely convergent, uniformly in ε small enough, by the same estimates as in the proof of Proposition II.3 :

RRRRRRRRRRRRR

µ
n−1
ε

n!
∑

T ≺∈TTT ≺,±
n

∫ dZn F(h)
T (Zε

n) 1Zε
n 0-forest compatible with T ≺

RRRRRRRRRRRRR
≤Cn T n−1. (63)

Changing variables as in (58), the term of order n in the series becomes

1
n!

∑
T ≺∈TTT ≺,±

n

µ
n−1
ε ∫ dZn F(h)

T (Zε

n) 1Zε
n 0-forest compatible with T ≺

(64)

= 1
n!

∑
T ≺∈TTT ≺,±

n

∫ dµsing,T ≺
(Zε

n) 1Zε
n 0-forest

n

∏
i=1

f 0(zε
i (0))exp(h(zε

i ([0,T ]))).

Given the collection of parameters (x1,Vn,Θn−1,Ωn−1), a trajectory configuration Zε

n([0,T ]) has a pointwise limit Zn([0,T ])
when ε tends to 0. Recall that f 0 is continuous and the integrand is bounded from above by (29), thus the almost sure convergence
(59), (60) leads to

lim
µε→0

1
µε

logZε(eh) =
∞
∑
n=1

1
n!

∑
T ≺∈TTT ≺,±

n

∫ dµsing,T ≺
(Zn)

n

∏
i=1

f 0(zi(0))exp(h(zi([0,T ]))), (65)

where Zn stands for the limiting trajectory as in Definition III.2. Furthemore, the upper bound (62) follows from (63).

To complete the derivation of (61), one has to consider Zε(1). For h = 0, the term (65) simplifies as it no longer depends on
the precise trajectories and the gain and loss term (in the sums over se = ±1) compensate as soon as n ≥ 2

lim
µε→0

1
µε

logZε(1) =
∞
∑
n=1

1
n!

∑
T ≺∈TTT ≺,±

n

∫ dµsing,T ≺
(Zn)

n

∏
i=1

f 0(zi(0)) = ∫ dµsing,T ≺
(z1) f 0(z1(0)) = ∫ dz1 f 0(z1) = 1, (66)

where we used that f 0 is a probability distribution in the last equality. This proves Proposition III.3. ◻

B. Derivation of the Boltzmann equation

As a first application of Proposition III.3, we are going to recover Theorem I.1, i.e. that the limiting density of the hard sphere
dynamics follows the Boltzmann equation for short times.

We start by introducing a notion of strong solution of the Boltzmann equation (8). For simplicity, we will use a shorthand
notation for the collision operator and rewrite (8) as

∂t f +v ⋅∇x f =CCC( f , f ). (67)
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By a fix point argument [references], one can show that under the assumptions (5) on f 0 there exists a unique solution of the
Boltzmann equation on a time interval [0,T⋆] (assuming here T⋆ > T with T defined in Proposition II.3). In particular, this
solution is a mild solution and takes the following form for t ≤ T⋆

f (t) = SSS1(t) f 0+∫
t

0
dt1SSS1(t − t1)CCC( f (t1), f (t1))

= SSS1(t) f 0+∫
t

0
dt1SSS1(t − t1)CCC SSS2(t1) f 0⊗ f 0+∫

t

0
dt1 ∫

t1

0
dt2 SSS1(t − t1)CCC SSS2(t1− t2)CCC2(( f ⊗ f )(t2), f (t2)),

where the operator SSSk(τ) acts as the backward free transport during time τ for k particles. In the second equality, the Duhamel
representation has been iterated on each function f (t1). Another collision may occur at time t2 on one of the functions f (t2) and
we denote by CCC2 the corresponding collision operator. We define a strong solution of the Boltzmann equation as a solution such
that the iteration of Duhamel series is convergent

f (t) =
∞
∑
n=0
∫

t

0
dt1∫

t1

0
dt2⋯∫

tn−1

0
dtnSSS1(t − t1)CCCSSS2(t1− t2)CCC2 . . .CCCn SSSn+1(tn) ( f 0)⊗(n+1)

, (68)

where CCCk stands for the collision operator applied to one of the k particles in the system. Under the assumptions (5) on the initial
data f 0 and by the choice of T , the existence of a strong solution of the Boltzmann equation is well known in [0,T ]. In fact, this
can be deduced as a byproduct of the existence of the solution of the Boltzmann hierarchy, which serves as a limiting structure
in the derivation of the Boltzmann equation (see e.g. [GST14]). It is stated in Proposition III.4 as an assumption to stress the
fact that, in our approach, the existence of a strong solution of (8) decouples from the rest of the proof.

Proposition III.4 Let T > 0 be the convergence time obtained in Proposition II.3. Assuming that there exists a strong solution
( f (t))t≤T of the Boltzmann equation (8) in the time interval [0,T ], then the empirical measure converges to the solution of the
Boltzmann equation in the following sense : for any t ≤ T , any continuous test function h in L∞(Td ×Rd) and δ > 0, then

Pε (∣πε
t (h)−∫

Td×Rd
dz f (t,z)h(z)∣ > δ)ÐÐÐ→

µε→∞
0 . (69)

Note that the controls of the exponential moments in Proposition III.3 can lead to stronger convergence statements than the
convergence in probability (69). For example, large deviations estimates were derived in [BGSRS20c].

Proof. To prove Proposition III.4, it is enough to show the convergence in law, i.e. the limit

lim
ε→0

Eε [πε
t (h)] = ∫

Td×Rd
dz f (t,z)h(z). (70)

Indeed the convergence in probability (69) follows from the Markov inequality and the L2 inequality

Eε [(π
ε
t (h)−∫ dz f (t,z)h(z))

2
] ≤O(∥h∥2

∞
µε

)+2(Eε [πε
t (h)]−∫

Td×Rd
dz f (t,z)h(z))

2
, (71)

which is a consequence of the concentration estimate (46).
We turn now to the derivation of (70). By Propositions II.3 and III.3, the functionals Λ

ε
T and ΛT are analytic so that

lim
ε→0

Eε [π
ε

[0,T](h)] = lim
ε→0

∂u Λ
ε
T (euh)∣

u=0
= ∂u ΛT (euh)∣

u=0
. (72)

For a given t ∈ [0,T ], we choose

h(z([0,T ])) = h(z(t)),

with a continuous test function h in L∞(Td ×Rd). Note that the identity (72) is obtained by derivation, so that the condition (14)
can be relaxed and it is enough to assume that the test function h belongs to L∞. Up to now the time window [0,T ] was fixed,
but it will be convenient to reduce it to [0,t]. We deduce, from the identity (72), the limiting counterpart of (43)

lim
ε→0

Eε [πε
t (h)] =

∞
∑
n=1

1
n!

∑
T ≺∈TTT ≺,±

n

∫ dµ
[0,t]
sing,T ≺

(Zn) (
n

∑
i=1

h(zi(t)))
n

∏
i=1

f 0(zi(0))

=
∞
∑
n=1

1
(n−1)!

∑
T ≺∈TTT ≺,±

n

∫ dµ
[0,t]
sing,T ≺

(Zn) h(z1(t))
n

∏
i=1

f 0(zi(0)), (73)
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the superscript on the measure µ
[0,t]
sing,T ≺

indicates that the trajectories are restricted to the time interval [0,t] . The second equality
is obtained by the symmetry of the particles.

To complete (70), it remains to show that f (t) can be identified as the RHS of (73). For this, we are going to simplify each
term of the series (73) by showing that only the particles in a cluster of influence of particle 1 are needed to compute h(z1(t))
(see Figure 5). To extract the relevant information, we consider a signed ordered tree T ≺ of size n and proceed by building
recursively a growing collection of trees A1 ⊂A2 ⊂ . . . as follows. Starting from the vertex A1 = {1} associated with the particle
1, all the vertices and edges connected to 1 are added to form the set A2. Suppose that ` belongs to A2 and that the edge (1,`)
has rank k then all the neighbours of ` are added to A3 provided they are linked to ` by an edge with a rank smaller than k,
i.e. if the corresponding clustering has occurred before k. Iterating this procedure leads to an ordered tree A from which the
configuration z1(t) can be recovered. We will denote byAAA≺,±n the set containing the trees with n vertices of the previous form,
i.e. the trees rooted in 1 such that the edge ranks are decreasing when examined from the root to a leaf (see Figure 5).

t

0

1

12 3 4 5 6 7
1

1

234

65 −+

+

7
2

+

−
4
+

3
5

6

FIG. 5. On the left, particle trajectories associated with a term of order n = 7 in (73) are depicted and the corresponding ordered graph T ≺ is
depicted on the right : each edge has a rank and a sign ± to record if it is a collision or an overlap. The relevant part A of the trajectories,
which determine z1(t), is represented by blue lines and the edges which can be neglected by dashed lines. Ultimately the initial coordinates
of the particles in the blue tree A and the sign of the clusterings prescribe z1(t).

Given A ∈AAA≺,±n , let T ≺ be a tree in which A can be embedded but which has at least one more edge than A. Choosing one
leaf in T ≺ which is not in A, one can build another tree T ′≺ by simply changing the sign of the edge connecting this leaf. This
changes the tree locally without influencing the value of h(z1(t)) so that

∫ dµ
[0,t]
sing,T ′≺

(Zn) h(z1(t))
n

∏
i=1

f 0(zi(0)) = −∫ dµ
[0,t]
sing,T ≺

(Zn) h(z1(t))
n

∏
i=1

f 0(zi(0)).

Thus the sum (73) reduces to

lim
ε→0

Eε [πε
t (h)] =

∞
∑
n=1

1
(n−1)!

∑
A∈AAA≺,±

n

∫ dµ
[0,t]
sing,A (Zn) h(z1(t))

n

∏
i=1

f 0(zi(0)).

Note that the time ordering of the edges is sufficient to recover from A the final position z1(t). Thus at this stage the labels of
the vertices by the n−1 other particles in the tree (which is taken into account by the factor 1

(n−1)! ) can be omitted. Denoting by

Â̂ÂA≺,±n the set of rooted trees with ordered and signed edges, but without labels on the vertices, we finally obtain

lim
ε→0

Eε [πε
t (h)] =

∞
∑
n=1

∑
Â∈Â̂ÂA≺,±n

∫ dµ
[0,t]
sing,Â (Zn) h(z1(t))

n

∏
i=1

f 0(zi(0)). (74)

In the following, we are going to compare this formula with the iterated Duhamel representation of the Boltzmann equation.

We are going to check now that the series (74) coincides with the representation by a Duhamel series (68) of the solution f of
the Boltzmann equation. Fixing at time t the position z = z1(t) of particle 1, the collision tree Â is built backward by adding the
particles which are interacting dynamically with particle 1 (cf. Figure 5). The collision operator in (68) leads to the creation of
new particles which can be seen as the creation of new edges in the tree Â. Furthermore, the signed singular measure µ

[0,t]
sing,Â can

be rebuilt thanks to the cross sections in the gain and loss parts of the collision operators. Thus the iterated Duhamel expansion
(68) is recovered by following backward the expansion (74). We have therefore proved (70) and completed the derivation of
Proposition III.4. ◻
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C. Hamilton-Jacobi equation

The limiting structure derived in Proposition III.3 provides much more informations than the convergence of the particle
density to the Boltzmann equation. In particular, it was shown in [BGSRS20c] that the fluctuating Boltzmann equation and
the large deviations (quantifying atypical particle evolutions) can be derived from explicit controls on the limit ΛT (eh) of the
exponential moments. These controls were obtained by showing that the limit is related to an Hamilton-Jacobi equation which
we state below.

It will be convenient to consider test functions on the trajectories of the form for t ≤ T

eh(zε([0,t])) = γ(zε(t))exp(−∫
t

0
φ(s,zε(s))ds) , (75)

where φ ∶ [0,t]×Td ×Rd →C and γ ∶ Td ×Rd →C are two complex functions defined in the following functional space indexed
by the parameters a ≥ 0 and β > 0

Ba,β ,t ∶= {(φ ,γ) ∈C0([0,t]×Td ×Rd ;C)×C0(Td ×Rd ;C) ∣ ∣γ(z)∣ ≤ e(1− t
2T )(a+ β

4 ∣v∣
2), sup

s∈[0,t]
∣φ(s,z)∣≤ 1

2T
(a+ β

4
∣v∣2)} .

Note that the assumption on h stated in (14) could have been generalised to encompass a (small) quadratic divergence in the
velocity as above.

To stress the dependence on φ and γ , we rewrite the exponential moment (61) as

∀t ≤ T, J (t,φ ,γ) ∶=ΛT (γe−∫
t

0 φ) . (76)

Even though ΛT refers to an expectation on [0,T ], it can be restricted to [0,t] as the observables are only in this time range.

The following result was derived in [BGSRS20c].

Theorem III.1 There are parameters a,β ,T > 0 depending on the initial data f 0 introduced in (5) such that the following holds.
For all (φ ,γ⋆) ∈ Ba,β ,T , define the function γ in [0,T ] by

Dtγt −φtγt = 0, γT = γ
⋆ . (77)

Then the functional J (t,φ ,γt) satisfies the following Hamilton-Jacobi equation on [0,T ]:

∂tJ (t,φ ,γt) =
1
2 ∫

δJ
δγ

(t,φ ,γt)(z1)
δJ
δγ

(t,φ ,γt)(z2)(γt(z′1)γt(z′2)− γt(z1)γt(z2))δx1−x2((v1−v2) ⋅ω)+dωdv1dv2dx1. (78)

In an appropriate functional setting, the (local) existence and uniqueness of the solution of the Hamilton-Jacobi equation was
also shown in [BGSRS20c]. Thus the Hamilton-Jacobi equation fully characterises the limit of the exponential moments.

The Hamilton-Jacobi equation was derived in [BGSRS20c] by estimating short time increments J (t +δ ,φ ,γt+δ )−J (t,φ ,γt)
thanks to the series expansion stated in Proposition III.3. A similar strategy could have been implemented to recover the
Boltzmann equation from the series expansion

∫ dz f (t,z)h(z) =
∞
∑
n=1

1
(n−1)!

∑
T ≺∈TTT ≺,±

n

∫ dµ
[0,t]
sing,T ≺

(Zn) h(z1(t))
n

∏
i=1

f 0(zi(0)) .

This method would provide an alternative (but more tedious) derivation of the Boltzmann equation without relying on the direct
identification by the iterated Duhamel series as in Section III B.

IV. PERSPECTIVES

The forets play a key role in the cluster expansion of the exponential moment and it would be interesting to study the dynamics
of these forests in its own right as a relevant observable of the hard sphere dynamics. This question has already been addressed in
[Sin72, Sin74, GKSZ08, PSW16, PSW17, HP19] either from a heuristic point of view or at the level of Kac model in connection
with a coalescence process. The methods developed in this paper provide a direct way for studying the particle trajectories and
they should allow to prove the convergence, in the Boltzmann-Grad limit, of the forest distribution (in terms of a series related
to (61), see [PSW16]) as well as a characterisation of the limiting evolution of a forest which can be described by a Markov
process with aggregation rates depending on the law of the process itself (as in Tanaka’s process for the Boltzmann equation).
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